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ABSTRACT

Convective processes in the atmosphere over the Maritime Continent and their diurnal cycles have im-

portant repercussions for the circulations in the tropics and beyond. In this work, we present a new dataset of

precipitable water vapor (PWV) obtained from the Sumatran GPS Array (SuGAr), a dense network of GPS

stations principally for examining seismic and tectonic activity along the western coast of Sumatra and several

offshore islands. The data provide an opportunity to examine the characteristics of convection over the area in

greater detail than before. In particular, our results show that the diurnal cycle of PWV on Sumatra has a

single late afternoon peak, while that offshore has both amidday and a nocturnal peak. The SuGAr data are in

good agreement with GPS radio occultation data from the Constellation Observing System for Meteorology,

Ionosphere, and Climate (COSMIC) mission, as well as with imaging spectrometer data from the Ozone

Measuring Instrument (OMI). A comparison between SuGAr and the NASAWater Vapor Project (NVAP),

however, shows significant differences, most likely due to discrepancies in the temporal and spatial resolu-

tions. To further understand the diurnal cycle contained in the SuGAr data, we explore the impact of the

Madden–Julian oscillation (MJO) on the diurnal cycle with the aid of theWeather Research and Forecasting

(WRF)Model. Results show that the daily mean and the amplitude of the diurnal cycle appear smaller during

the suppressed phase relative to the developing/activeMJO phase. Furthermore, the evening/nighttime peaks

of PWV offshore appear later during the suppressed phase of the MJO compared to the active phase.

1. Introduction

The island of Sumatra sits at the western edge of the

Maritime Continent, an area situated between the In-

dian and Pacific Oceans which also includes the Malay

Peninsula and large islands, such as Java, Borneo, Sula-

wesi, New Guinea, and the Philippines, as well as a galaxy

of smaller islands. The combination of easterly trade

winds over the tropical Pacific Ocean and the rela-

tively shallow seabeds between many of the islands

makes the waters around the Maritime Continent

some of the warmest on Earth, with values of sea

surface temperature (SST) persistently above 300K

(Locarnini et al. 2013). Thus, the ocean around the

Maritime Continent is also known as the Tropical or

Indo-Pacific Warm Pool.

Ramage (1968) was one of the first to recognize the

importance of the Maritime Continent in the world’s

climate. In essence, the abundance of atmospheric water

vapor due to high SSTs facilitates the development of

deep convection which, in turn, results in large amounts

of latent heat release in the free troposphere, shaping

the circulation in the tropics and beyond (e.g., Neale and

Slingo 2003). Despite this importance, global climateCorresponding author: Giuseppe Torri, gtorri@hawaii.edu
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models (GCMs) often display large errors when simu-

lating the diurnal cycle in this region (Yang and Slingo

2001). The reasons may be ascribed to inadequately

resolved complex topography and convective processes.

Given the Maritime Continent’s remote impact over

the planet, simulation errors can propagate on a global

scale. A better understanding of the interaction among

the diurnal cycle, convective activity, and large-scale

circulation patterns, such as the Madden–Julian oscil-

lation (MJO), is therefore highly desirable.

More generally, the diurnal cycle of convection in the

tropics still represents a challenge. For example, GCMs

tend to predict a peak of convection atmidday over land,

while observations suggest this happens in the late af-

ternoon (e.g., Yang and Slingo 2001; Betts and Jakob

2002; Bechtold et al. 2004; Dai and Trenberth 2004).

This problem can have a number of repercussions, in-

cluding on the calculation of Earth’s radiation budget,

given the importance of the relative phase between solar

radiation and cloud cover. One reason for this early bias

in precipitation could be that the onset of deep con-

vection, or the transition from shallow to deep convec-

tion, in the models has inadequate dependence on

midtropospheric humidity. From a conceptual point

of view, the dynamical features that participate in the

transition—updrafts, downdrafts, and cold pools—and

how they interact are still the subjects of much study

(e.g., Adams et al. 2013; Schlemmer and Hohenegger

2014; Feng et al. 2015a; Torri et al. 2015; Gentine et al.

2016; Schlemmer andHohenegger 2016; Torri andKuang

2016; Schiro et al. 2016; Grant and van den Heever 2016;

Romps and Jeevanjee 2016; Adams et al. 2017; Drager

and van den Heever 2017; Grant et al. 2018; Grant and

van denHeever 2018; Haerter and Schlemmer 2018; Tian

and Kuang 2019; Torri and Kuang 2019), and many

questions still remain to be fully answered.

In the Maritime Continent, convection develops over

the islands in response to diabatic heating at the surface

and then propagates offshore (e.g., Houze et al. 1981;

Yang and Slingo 2001; Qian 2008; Love et al. 2011;

Peatman et al. 2014). In an observational study of con-

vection in the northwest region of Borneo, Houze et al.

(1981) hypothesized that the offshore propagation of

convection was due to land–sea breezes. While this and

similar ideas were considered by other authors (e.g.,

Zhou andWang 2006; Qian 2008; Fujita et al. 2010, 2011;

Wapler and Lane 2012), in a study on convection in

the Panama Bight, Mapes et al. (2003) argued that sea

breezes do not have the right speed nor the outward

extent to explain the propagation of convection, and

suggested that gravity waves were instead responsible.

This hypothesis was used in the modeling study of

Love et al. (2011) to explain the presence of nocturnal

convection off the coasts of Sumatra, and was also

considered by Hassim et al. (2016), who showed that

gravity waves were important for the propagation of

convection generated over land off the coasts of Papua

New Guinea during nighttime.

An important aspect of the diurnal cycle we will

consider in part of this study is the complex interaction

between the Maritime Continent diurnal cycle and the

MJO (Madden and Julian 1971, 1972; Zhang 2005). The

MJO is essentially a convectively active envelope that

develops over the Indian Ocean and slowly propagates

eastward. Because the MJO has such an important in-

fluence on the rainfall over the Maritime Continent

(e.g., Tian et al. 2006; Suzuki 2009; Fujita et al. 2011; Oh

et al. 2012; Hagos et al. 2016; Sakaeda et al. 2017; Kerns

and Chen 2018), and, more generally, on the weather

of the planet (see, among many others, Kiladis and

Weickmann 1992; Mo 2000; Higgins et al. 2000; Higgins

and Shi 2001; Bond and Vecchi 2003; Jones et al. 2004;

Becker et al. 2011; Schreck et al. 2013; Thompson and

Roundy 2013; Matsueda and Takaya 2015; Klotzbach

et al. 2016; Zhou et al. 2016; Zheng et al. 2018; Tippett

2018; Barrett 2019), it is important to forecast the MJO

accurately.

Upon reaching the Maritime Continent, some MJO

events weaken and do not propagate farther (e.g., Rui

and Wang 1990; Salby and Hendon 1994; Zhang and

Hendon 1997; Hsu and Lee 2005; Oh et al. 2013; Feng

et al. 2015a; Vincent and Lane 2017). With few excep-

tions, GCMs are known to have relatively low skill in

simulating the MJO (Inness et al. 2003; Inness and

Slingo 2006; Kim et al. 2009; Jiang et al. 2015; Kim et al.

2018), particularly when crossing the Maritime Conti-

nent. Many GCMs tend to produce events that collapse

too frequently while propagating through the Maritime

Continent, an issue often referred to as the ‘‘Maritime

Continent prediction barrier’’ (e.g., Inness et al. 2003;

Inness and Slingo 2006; Kim et al. 2016; Zhang and Ling

2017; S. Wang et al. 2019). Several studies have sug-

gested that the strong diurnal cycle over the Maritime

Continent might play an important role in creating this

barrier (e.g., Neale and Slingo 2003; Peatman et al. 2014,

2015; Majda and Yang 2016; Hagos et al. 2016). Hagos

et al. (2016), for example, showed that removing the

diurnal cycle of insolation led to a more coherent prop-

agation of the MJO across the Maritime Continent.

Even general conclusions about interactions between

the MJO and the diurnal cycle over the Maritime Con-

tinent often diverge (e.g., Sui and Lau 1992; Chen and

Houze 1997; Tian et al. 2006; Fujita et al. 2011; Rauniyar

andWalsh 2011; Oh et al. 2012; Vincent et al. 2016). For

example, Oh et al. (2012) used reanalysis data to show

that the diurnal cycle of rainfall was weaker over the
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islands of the Maritime Continent and stronger over the

ocean during the mature stage of theMJO. On the other

hand, Tian et al. (2006) analyzed data from the Tropical

Rainfall Measurement Mission (TRMM) and reported

an enhanced cycle of deep convective cloud amount

during the mature stage of the MJO over both land and

ocean. In an earlier paper, Sui and Lau (1992) reported

that active periods of intraseasonal variability were as-

sociated with a diminished diurnal cycle of convection

over the Maritime Continent. Similarly varying results

were found examining the MJO impact on the phase of

rainfall and cloudiness, with some authors documenting

a change (e.g., Chen and Houze 1997; Fujita et al. 2011;

Rauniyar and Walsh 2011; Oh et al. 2012), while others

found no significant differences (e.g., Tian et al. 2006;

Suzuki 2009).

Precipitable, or column, water vapor has proven to

be a particularly useful variable for studying tropical

deep convection given its strong relationship with pre-

cipitation (Zeng 1999; Bretherton et al. 2004; Holloway

and Neelin 2009, 2010; Lintner et al. 2011; Schiro et al.

2016), as well as a critical metric for models to replicate

(Adams et al. 2013, 2017; Lintner et al. 2017). The PWV–

precipitation relationship, observed essentially only over

tropical oceans, is shown to be nonlinear with precipi-

tation, increasing exponentially above a certain PWV

threshold value (see, e.g., Bretherton et al. 2004). A

caveat should be kept in mind, however, that this re-

lationship has been found to be weaker over coasts for

rainfall associated with land–sea effects (Bergemann

and Jakob 2016). Furthermore, PWV is readily avail-

able from radiosondes and different satellite platforms.

However, these observations are often not adequate

for representing the convective diurnal cycle given their

temporal and/or spatial resolutions, availability only in

clear-sky conditions, or being less reliable over land.

Ground-basedGlobalNavigation Satellite System (GNSS)

or GPS-derived PWV is advantageous because it has

high temporal resolution (;5min) and is available un-

der all-weather conditions (Bevis et al. 1992; Solheim

et al. 1999). This manuscript examines the diurnal cycle

of PWV obtained from a network of GPS stations situ-

ated on the west coast of Sumatra and on the archipel-

ago of islands offshore.

Several previous studies of Maritime Continent con-

vection have used GPS PWV data. For instance, field

campaigns focusing on the diurnal cycle have been car-

ried out (Wu et al. 2003, 2008; Realini et al. 2014). Fujita

et al. (2011) conducted a longer term study, from 2005

to 2008, employing a network of 24 GPS stations and

interpolated NCEP reanalysis meteorological data over

Sumatra with the goal of assessing MJO effects on the

diurnal cycle of convection in the Indian Ocean off the

coasts of Sumatra. Compared with previous studies,

the network employed here, the Sumatran GPSArray,

is denser, with more stations over Sumatra. The data

produced by this expanded network are better suited

to shed light on the convective processes affected by

the complex topography of Sumatra, on how convec-

tion propagates offshore over the ocean, and on how

this is influenced by the MJO.

In section 2, we will introduce the datasets used for

this study and discuss the model setup for the simula-

tions. In section 3, we will present the main results from

the SuGAr network, compare them with other datasets

and model outputs, and discuss the differences revealed

by the SuGAr data during different phases of the MJO.

In section 4, we will synthesize observational and mod-

eling results to interpret our findings, from the per-

spective of the impact of theMJO on the diurnal cycle of

PWV over Sumatra.

2. Methods and data

In this section, we present the SuGAr network and the

PWV obtained. Likewise, the PWV datasets employed

for comparison purposes are described. Finally, the

setup of the WRF numerical simulations and how the

output was used to diagnose MJO phases are presented.

a. SuGAr data

The principal data employed here originate from

60 GPS stations, called the Sumatran GPS Array

(SuGAr; Feng et al. 2015b), which is operated in a col-

laborative effort between the Indonesian Institute of

Science (LIPI) and the Earth Observatory of Singapore,

principally to monitor seismic and tectonic activity. The

zenith total delay data produced (see following para-

graph) are available with a temporal resolution of 5min

and can be converted to PWV. Although the majority

of the stations are located on the archipelago to the west

of Sumatra, many are at various heights on the island of

Sumatra (Fig. 2a). The precise coordinates and the ele-

vation of the stations can be found in Feng et al. (2015b).

For this study, we will discuss results obtained with data

from 45 stations from 2008 to 2013.

Delays in GPS signals due to the presence of atmo-

spheric water vapor provide the basis for calculating

PWV. Furthermore, given the relative insensitivity of

L-band radio signals to cloud droplets and rainfall, GPS

can provide all-weather PWVdata (Solheim et al. 1999).

It should be noted that the requirements necessary for

measuring millimetric displacements in tectonic studies

can be relaxed withminimal influence on the accuracy of

GPS PWV, allowing for the expansion of GPS meteo-

rological sites into logistically difficult places as well as
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decreasing costs (Rocken et al. 2005; Adams et al.

2011, 2015).

Specifically, PWV is calculated from the zenith total

delay (ZTD), which represents the refractivity delay of

the signal induced by constituent atmospheric gases, in-

cluding water vapor (Bevis et al. 1992). PWV was calcu-

lated from ZTD using GPS-Inferred Positioning System

andOrbitAnalysis Simulation Software (GIPSY-OASIS;

https://gipsy-oasis.jpl.nasa.gov/), obtained fromNASA

JPL. To convert ZTD to PWV, surface pressure and

temperature are necessary. These were obtained from

the Integrated Surface Hourly (ISH) dataset (NCDC

2005) at 3-h intervals. Given that these data do not

necessarily coincide geographically with SuGAr sta-

tions, the nearest ISH site was chosen. To approximate

changes in pressure and temperature given differences

between the meteorological station height and the GPS

antenna elevation, the hypsometric equation was used,

and a lapse rate of 6.5Kkm21 was applied. The corre-

sponding 3-h ZTD data were then converted into PWV

with these adjusted pressure and temperature values.

Results derived from these data were compared with the

data sources described below.

b. COSMIC radio occultation data

TheGPS radio occultation (RO) provides high-vertical-

resolution, all-weather vertical profiles of atmospheric

water vapor globally. Data from Constellation Observ-

ing System for Meteorology, Ionosphere, and Climate

(COSMIC; Kuo et al. 2004; Anthes et al. 2008) are

employed in this study as a point of comparison with the

SuGAr data. Several factors may affect the compari-

son. First, COSMIC water vapor profiles have different

horizontal and temporal coverage relative to ground-

based GPS PWV, with typically one daily profile over

a 400 km 3 400 km area (Xie et al. 2018). Second, the

pathlength representative of the water vapor is on av-

erage over approximately 200–300 km (Kursinski et al.

1997; Ao et al. 2012), compared with the ;20-km-

diameter viewing cone of ground-based GPS (Adams

et al. 2013). Another important caveat when using

COSMIC, or radio occultation data in general, is that

the presence of a moisture inversion over marine bound-

ary layers, particularly in subtropical regions, can cause

superrefraction, which can bias the retrieved data (see,

e.g., Xie et al. 2006; Schröder et al. 2018). Regardless,

COSMIC RO data can be compared with SuGAr data

to check their consistency (see section 3).

c. OMI

The Ozone Measuring Instrument (OMI) is on board

the NASA EOS Aura satellite in a sun-synchronous

orbit. It is an ultraviolet–visible imaging spectrometer

that provides daily global observations around 1330 lo-

cal time. Although OMI was primarily designed to ob-

serve ozone, PWV data have been retrieved from the

blue spectral range at a resolution of 13 km 3 25km

(Wagner et al. 2013; Wang et al. 2016). This paper uses

the latest version 4 OMI PWV available at NASA’s

Aura Validation Data Center. OMI observations have

a similar sensitivity for land and ocean, making them

attractive to study the Maritime Continent. However,

errors due to clouds can propagate into large errors in

PWV. Thus, we adopt the recommended data filtering

criteria by requiring cloud fraction to be smaller than

15% and cloud-top pressure higher than 750 hPa, in

addition to spectral fitting root-mean-square less than

0.005 (H. Wang et al. 2019). Due to the frequent deep

convective cloudiness of theMaritimeContinent, a large

portion of retrieved PWV values are filtered out.

d. NVAP-M

The NASA Water Vapor Project (NVAP) is a global

dataset created by combining water vapor retrievals ob-

tained from different sources (Randel et al. 1996; Vonder

Haar et al. 2012). Here, we utilize the data from the

NASAMaking Earth Science Data Records for Use in

Research Environments (MEaSUREs) initiative, ob-

tained by reprocessing and extending the original NVAP

data (Vonder Haar et al. 2012), specifically, NVAP-M

PWV, available from 1988 until 2009, with a horizontal

and temporal resolution of 0.58 and 6h, respectively.

e. WRF modeling

The ARW version of the Weather Research and Fore-

casting (WRF) Model (Skamarock et al. 2008), version

3.8.1, is used to compare its output with the PWV values

retrieved from SuGAr, and to diagnose different phases

of theMJO.WRF is a fully compressible nonhydrostatic

model, offering many user-selected configurations and

parameterization schemes, and is widely used in atmo-

spheric process studies, such as the MJO (e.g., Wang

et al. 2015; Hagos et al. 2016; Hassim et al. 2016; Vincent

et al. 2016; Vincent and Lane 2017, 2018; Tan et al.

2019). In this study, WRF is run in a two-way nested

configuration, with an outer domain containing the

tropical Indian Ocean and the Maritime Continent

(208N–208S, 488–1208E) at 9-km horizontal resolution,

and an inner domain focused on Sumatra (68N–68S,
948–1078E) at 3-km horizontal resolution. Variables

are output every 3 h in the outer domain and every

30min in the inner one. There are 45 vertical levels, 8

of which are in the lowest 1 km, and the nominal top is

at 20 hPa. Our setup follows Wang et al. (2015), dif-

fering only in the nested domain and the integration

period. We conducted two simulations: the first, started
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on 1 January 2012 and run until 31 December 2012, to

compareWRFwith SuGAr; the second, from1September

2011 to 1 April 2012, mainly to compute the outgoing

longwave radiation (OLR) field for MJO-index calcu-

lations. The second simulation allows us to investigate

the effect of the MJO at temporal and spatial resolu-

tions finer than those for SuGAr PWV. The shorter

time period for the second simulation is because the

MJO undergoes significant seasonal shifts in its loca-

tion (Wheeler and Kiladis 1999).

For both simulations, the initial and boundary condi-

tions, as well as SSTs, were provided by ERA-Interim

(Dee et al. 2011). Cloud microphysics were parameter-

ized using the WRF Double-Moment (WDM) scheme

(Lim and Hong 2010), while radiative transfer was

parameterized using the GCM version of the Rapid

Radiative Transfer Model (RRTM) longwave radiation

scheme (Iacono et al. 2008) and the updated Goddard

shortwave scheme (Chou and Suarez 1994). Surface

fluxes were computed using the Revised MM5 Monin–

Obukhov scheme (Jiménez et al. 2012). The Unified

Noah land surface model (Chen and Dudhia 2001) was

used to compute temperatures over land, the Yonsei

University scheme PBL (YSU; Hong et al. 2006) to pa-

rameterize subgrid-scale vertical turbulent mixing, con-

vective processes were resolved explicitly by the model.

For the first three days, horizontal winds were relaxed to

the reanalysis values using spectral nudging with zonal

wavenumber 0–4 and meridional wavenumber 0–2. No

nudging was imposed after day 3. Rayleigh-damping was

imposed in the top 7km of the model to prevent re-

flection of gravity waves (Klemp et al. 2008).

To ensure that the model reproduces the passage of

theMJO in a reasonably accurate manner, we compared

the modeled precipitation rates diagnosed in the outer

domain with those estimated by the TRMM 3B42V7

(Huffman et al. 2007). The TRMMdata have a temporal

resolution of 3 h and a spatial resolution of 0.258 3 0.258.
Figures 1a and 1b show, respectively, the Hovmöller
diagrams of precipitation rate inWRF and TRMMdata.

Each panel was constructed by first averaging precipi-

tation rates in the latitudinal band between 108N and

108S. In spite of some differences, themain features seen

by TRMM, particularly the eastward propagation of a

number of convective envelopes, are well reproduced.

Together with a favorable comparison with SuGAr data

to be discussed later, this provides confidence in the use

of WRF to better understand how the MJO affects the

diurnal cycle of PWV over the Maritime Continent.

f. Diagnosing MJO phases

Among the methods to diagnoseMJO phases, we have

opted for the all-season OLR-based index described in

Kiladis et al. (2014). We computed the index using daily

means of OLR simulated in the outer domain for the

period from 1 October 2011 to 1 April 2012. To reduce

the computational costs involved, we coarsened the

model output by a factor of 4 in each horizontal di-

rection. Following Kiladis et al. (2014), we also applied a

30–96-day bandpass filter to the eastward-only wave-

numbers (including the zonal mean), and computed the

two leading empirical orthogonal functions (EOFs) of the

resulting field. Finally, the principal components associ-

ated with the EOFs were used to span a two-dimensional

phase space where different octants represent eight phases

of theMJO cycle. As the analysis was on a relatively short

simulation, we did not use a 121-day sliding time window

to compute the MJO phases as in Kiladis et al. (2014).

3. Results

We begin by presenting the average diurnal cycle of

PWV obtained from SuGAr, discussing the daily mean

and the diurnal amplitude at various GPS stations. We

then compare SuGAr data with PWV values obtained

from other datasets: for COSMIC and OMI, we compare

single measurements, whereas for NVAP-M we com-

pare the average diurnal cycles.We also compare SuGAr

PWV data with the numerical simulations. Finally, we

analyze SuGAr data under the context of WRF-derived

MJO phases to examine how the MJO affects the diurnal

cycle of PWV over Sumatra.

a. The diurnal cycle

Given that the diurnal cycle from stations offshore

often reveal a double-peak structure of different mag-

nitudes, we first discuss the daily mean (Fig. 2a) and the

amplitude (Fig. 2b) of the average diurnal cycle of PWV

for every SuGAr station analyzed. Typical daily mean

SuGAr PWV values are mostly between 50 and 55mm

for near–sea level sites. The amplitude was computed

as the difference between the maximum and minimum

PWV of the averaged diurnal cycle. Stations along the

coast of Sumatra have higher amplitudes, ranging be-

tween 2 and 5mm, whereas those on the archipelago re-

main mostly under 2mm. This result conforms with other

studies, showing that the diurnal cycle is generally weaker

over the ocean than over land (e.g., Gray and Jacobson

1977; Yang and Slingo 2001; Nesbitt and Zipser 2003).

Figures 2c and 2d show, respectively, the daily mean

and the amplitude of the diurnal cycle as a function of

station altitude. There appears to be some weak corre-

lation with height, although the relationship is debat-

able. The colors of the dots in Fig. 2c represent the

distance of the corresponding SuGAr station from the

coast of Sumatra, with negative values to the east, and
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positive to the west. While there is a clear difference in

the amplitudes between stations along the west coast of

Sumatra and those on the archipelago, the same does

not hold for the daily means.

Figure 3a shows the normalized average diurnal cycles

for all SuGAr stations. The normalization was con-

ducted for each station by first subtracting the minimum

value of the average diurnal cycle and then dividing by

the amplitude. The resulting normalized diurnal cycle

ranges from 0 to 1 for each station. The profiles are

colored according to the distance from the west coast

of Sumatra, with brighter yellows indicating that a

station is on Sumatra, and darker blues indicating a

station is on one of the islands in the offshore archi-

pelago. For convenience, we have picked a distance of

20 km from Sumatra’s west coast and divided stations

in two groups: the first, called ‘‘Archipelago,’’ contains

all the stations lying west of the demarcating line; the

second, called ‘‘Sumatra,’’ those to the east. The thicker

navy- andmustard-colored lines indicate the normalized

average diurnal cycle representative of the two groups.

The diurnal cycle of the Sumatra group has a uni-

modal shapewith a late afternoon peak, while that of the

Archipelago group is nearly semidiurnal, with one peak

aroundmidday and the other late at night (e.g., Wu et al.

2003;Mori et al. 2004; Sakurai et al. 2005;Wu et al. 2008;

Sakurai et al. 2009; Wu et al. 2009; Fujita et al. 2011;

Kamimera et al. 2012; Yokoi et al. 2017). It is possible

that a semidiurnal pattern could result from averaging

together a large number of diurnal cycles, where some

FIG. 1. (a) Hovmöller diagram of precipitation rate diagnosed in the WRF simulation spanning the time interval

between 1 Oct 2011 and 1 Apr 2012. (b) As in (a), but for TRMM data instead.
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stations have a diurnal cycle that peaks at noon and the

rest a diurnal cycle that peaks at night. To investigate

this, the power spectral density for each year and station

is computed and shown in Figs. 3b and 3c for the

Sumatra and the Archipelago stations, respectively. The

curves are normalized by the 3-h sampling frequency of

the data. For Archipelago stations, the peaks in the

spectrum at 24 and 12h are comparable, suggesting that

semidiurnal variations for the PWV are indeed present

in the Archipelago PWV data.

To gain a better appreciation for how the diurnal cycle

of PWV changes from the Sumatra to the Archipelago

stations, we take advantage of the density of the SuGAr

network by examining the transect SDKL-RNDG-

PBLI-PBKR in the northern part of the domain (high-

lighted with red circles in Fig. 2a). The diurnal cycles

averaged over the 5-yr period are shown in Fig. 4a. Due

to the station elevation range—from 894.4m for SDKL,

near the city of Sidikalang, to23.49m for PBLI, located

on one of the Banyak islands—the mean of each curve is

subtracted for easier visualization. The figure illustrates

that the diurnal cycle of PWV has a progressively smaller

amplitude and a late afternoon/evening peak as one goes

from stations on Sumatra to those offshore.

From another perspective, Fig. 4b shows the corre-

sponding ZTD values for the four stations filtered to

remove anomalous data below 2000 cm. The mean for

each station has been removed as in Fig. 4a. Figure 4b

shows that, even though the relationship between PWV

and ZTD depends on local pressure and temperature in

a nontrivial way, the amplitudes of ZTDbecome smaller

and the cycles show later peaks as one goes westward

away from Sumatra. Moreover, compared with PWV

data, the higher temporal resolution of ZTD is helpful

for better illustrating the changes in the timing of the

diurnal cycle with geographical location.

b. Comparisons with other datasets

In this section, we compare the SuGAr PWV with

other datasets. Apart from being important in data

FIG. 2. (a) Geographic location of SuGAr stations, with their colors representing the mean of the average diurnal

cycle of PWV. The red-bordered markers in the top left identify a transect that will be used for some analyses (see

text for more detail). (b) As in (a), but for the amplitude of the average diurnal cycle. (c) Mean of average diurnal

cycle of PWV as a function of station’s height. (d) As in (c), but for amplitudes. The colors represent the distance of

a SuGAr station from the coast, with positive values to the west and negative to the east.

NOVEMBER 2019 TORR I ET AL . 3535

Brought to you by NOAA Central Library | Unauthenticated | Downloaded 01/30/24 02:39 PM UTC



validation, this procedure could be useful to calibrate

datasets that have much broader spatial coverage and

can be extended to the entire Maritime Continent.

1) COSMIC

COSMIC data have global coverage but are much

sparser than SuGAr data. We compared the datasets

point by point: every time a COSMIC data point was

within a radius of 1.58 in latitude and longitude from a

SuGAr station, it was matched with the SuGAr PWV

closest in time. The collocation radius was based on

the 300-km spatial resolution of COSMIC data (e.g.,

Kursinski et al. 1997).

All points satisfying this condition were collected,

and a densitymatrix was constructed with a resolution of

2.5mm in PWV, which means that the (i, j) entry of the

matrix contains the density of matches within 2.5mm

between the datasets. To convert the total number of

matches to density, we normalized the counts by the

square of the resolution, 2.5mm3 2.5mm. The result is

FIG. 3. (a) Average diurnal cycles of PWV as a function of local time and normalized by the amplitude. Colors range from bright yellow

for stations to the east of Sumatra’s west coast to dark blue for stations west of the coast; the thickmustard (navy) line is the average of the

stations in the Sumatra (Archipelago) group (see text for more information). (b) Average power spectral density for Sumatra stations

normalized by the sampling frequency. (c) As in (b), but for Archipelago stations.

FIG. 4. (a) Average diurnal cycles of PWV for stations belonging to the transect (see text and Fig. 2). (b) As in (a),

but for ZTD. In both panels, the mean of each cycle has been subtracted to make the comparison easier.
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shown in Fig. 5a, where the one-to-one line is drawn for

easier comparison. Overall, there is good agreement, in

spite of the scatter that can be partly attributed to the

different resolution of the two datasets, and partly to

topography.

2) OMI

OMI PWV retrievals are highly sensitive to clouds,

which, for this study, implies many missing data due to

cloud filtering. For this reason, as well as its once-a-

day availability, we used the same method as for the

COSMIC dataset and directly compared ‘‘coincident’’

measurements. For eachGPS station, the corresponding

filtered version 4 OMI data (section 2c) within

0.258 latitude and 0.258 longitude was averaged. Because
OMI measurements are made approximately at 1330

local time, for each SuGAr station we have matched its

values at 1300 LST of the corresponding day, the closest

to the OMI observational time. For points with matched

local time, only OMI data with cloud fraction less than

15% were used to create Fig. 5b. OMI and SuGAr

compare reasonably well, up to approximately 50mm.

The agreement degrades for higher values of PWV.

Overestimation of PWV by OMI was noticed pre-

viously (Wang et al. 2016) and was attributed to the

presence of clouds. A 5% cloud fraction cutoff is ex-

pected to decrease the discrepancy but leaves few data

pairs to analyze.

3) NVAP-M

Available from 1988 until 2009, NVAP-M has at best

only 2 years of data overlap with SuGAr, particularly

given that not all the SuGAr stations go back to 2008

(Feng et al. 2015b). Due to this limitation, we compared

the average diurnal cycles for two time intervals: 1988–

2009 for NVAP-M, and 2008–13 for SuGAr, with the

underlying assumption that no significant changes to the

diurnal convective dynamics over Sumatra occurred be-

tween the two time intervals.

Because NVAP-M data has greater spatial and tem-

poral coverage than COSMIC over the Sumatra region,

we can reconstruct an average diurnal cycle for NVAP-M

grids. As we did with SuGAr, we considered the daily

mean as well as the amplitude of the time-averaged di-

urnal cycle. The results are shown in Figs. 6a and 6b,

where the values derived from the SuGAr stations are

represented by color points, and NVAP-M values are

represented by the background colors; Figs. 6c and 6d

show a point-to-point comparison between the SuGAr

andNVAP-M daily means and amplitudes, respectively,

for the grid box corresponding to each SuGAr station.

The colors of the points in Figs. 6c and 6d correspond to

the distance from the west coast of Sumatra, with posi-

tive values referring to points to the west of the coast and

negative values to the east.

Figures 6a and 6c indicate that the daily mean values

diagnosed with SuGAr express a much smaller range

than those from NVAP-M. In particular, while points

on the archipelago of smaller islands seem to compare

reasonably well, measurements over Sumatra show sig-

nificant discrepancies. This could be related to the coarse

resolution of NVAP-M and the significant topography

over Sumatra. The colors in Fig. 6a indeed show a rel-

atively sharp increase of PWV values going from the

FIG. 5. (a) Density of matches between SuGAr values (x axis) and the matching values retrieved with COSMIC

(y axis). (b) As in (a), but comparing SuGAr andOMI datasets instead. To facilitate the comparison, the 1-to-1 line

is drawn in both panels (continuous black).
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mountain chain in Sumatra toward the ocean, which sug-

gests that these points are more prone to errors caused by

coarse resolution, not properly representing sharp changes

in elevation. Figure 6b compares the amplitudes derived

from the two datasets. Figure 6d indicates that the

amplitudes compare better for Archipelago stations,

but, as with the daily mean values, there are significant

discrepancies for Sumatra stations.

To better appreciate the differences in the average

diurnal cycles derived from these two datasets, Fig. 7a

shows a comparison between the PWV average diurnal

cycles along the transect described at the beginning of

this section, the continuous lines representing values from

SuGAr, and the dashed lines the values from NVAP-M.

The SuGAr values are the same as in Fig. 4. The values

of NVAP-M are chosen from the grid box containing the

SuGAr stations we wish to compare with. Because

the SuGAr stations PBLI and PBKR correspond to the

same NVAP-M grid box, only one curve (dashed violet)

is shown for them. The NVAP-M results suggest a much

smoother transition of PWV values from the moun-

tainous zones toward the lower-lying points on the ar-

chipelago than SuGAr. Notice also that the phases of the

diurnal cycles are not well represented by NVAP-M.

The dashed blue line shows a peak 6h later than the

continuous, and the two-peak cycles in violet appear out

of phase by 6 h. Given that the NVAP-M data have a

temporal resolution of 6 h, such discrepancies in phase

are not too surprising.

4) WRF

We supplement our data analysis with a comparison

between the SuGAr dataset and WRF. Following the

same recipe as that for the NVAP-M data, we present

the results in Fig. 8: Figs. 8a and 8c show a comparison of

the daily means, while Figs. 8b and 8d compare the

amplitudes. The top panels, Figs. 8a and 8b, show the

values distributed geographically, with SuGAr stations

represented by dots and WRF values as background

colors; Figs. 8c and 8d show a point-to-point comparison,

FIG. 6. (a) Comparison between the mean of the average diurnal cycles derived from NVAP-M (background

colors) and SuGAr stations (colored circles). (c) As in (a), but with a point-to-point comparison instead of a

geographical distribution; colors reflect the distance from the coast of Sumatra. (b),(d) As in (a) and (c), but for

amplitude.
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where values from each SuGAr station are compared

with WRF values for the grid box corresponding to the

position of the SuGAr station. The colors of the scat-

terpoints in the bottom plots represent distance from

Sumatra’s west coast, as in Fig. 3.

Figures 8a and 8c suggest that the daily means di-

agnosed from SuGAr are systematically higher than those

simulated with WRF. The difference is approximately

2mm formost stations, although for some it reaches 4mm,

particularly over Sumatra. Figures 8b and 8d suggest that

the diurnal cycle amplitudes simulated by WRF compare

well with SuGAr observations. At larger values the dif-

ference is greater, but it is hard to discern given the fewer

stations in those regimes.

Figure 9 is constructed in the same way as Fig. 3, but

for WRF results. The agreement between the two fig-

ures is quite good, although for Archipelago stations the

peaks at 24 and 12h in the power spectral density of

SuGAr are of comparable magnitude, while those from

WRF differ by a factor of 3. Nevertheless, the average

shapes of the diurnal cycles in Fig. 9a are very similar

to those in Fig. 3a. Good agreement in the shapes of

the diurnal cycles between SuGAr and WRF can also

be seen when comparing the values in the transect, as

shown in Fig. 7b. SuGAr stations are moister than the

corresponding grid boxes in WRF, amplitudes for some

stations appear greater than WRF, and phases seem

overall well reproduced. This provides additional confi-

dence when using WRF to study the processes that influ-

ence the diurnal cycle of PWV revealed by SuGAr.

Figure 10 represents the average diurnal cycle di-

agnosed using WRF along a portion of a longitudinal

slice at latitude 1.488S. The black line at the bottom

represents the topography of Siberut island—scaled by a

factor of 100—that the slice cuts through. The figure

shows a series of peaks over Siberut between 1300 and

1600 LST, possibly the result of thermally forced con-

vection over the island (e.g., Cronin et al. 2015; Wang

and Kirshbaum 2015; Wang and Sobel 2017), while

peaks of PWV over the ocean to the east and to the west

of Siberut tend to happen late at night. Notice, however,

that convection has a diurnal periodicity almost every-

where, except for those grid points along the coast of

the island. Thus, it would seem intuitive to think that the

coarser the resolution, the greater the area along the

coast where a double-peaked diurnal cycle could be

observed. This suggests that caution should be exercised

before generalization of the finding that PWV has a

semidiurnal cycle for Archipelago stations: the semi-

diurnal feature could alternatively be the result of the

locations of the SuGAr stations and the effective reso-

lution of 20 km—coarser than the WRF simulation—

associated with the GPS data.

c. The diurnal cycle and the MJO

As explained in section 2, we derived the all-season

index of Kiladis et al. (2014) from the simulated OLR

from 1October 2011 to 1April 2012. Figure 11 shows the

filtered OLR anomalies at different phases of the MJO.

Given that theMJO is a continuous process, there is some

ambiguity in identifying precisely which is the active and

which is the suppressed phase. For the purpose of this

paper, we consider phases 4 and 5 to be the active phase

stages, and phases 8 and 1 the suppressed phases. We will

refer to the phases in between as decaying (phases 6 and

7) or developing (phases 2 and 3).

FIG. 7. (a) Comparison between the average diurnal cycles of PWV of the transect of stations as diagnosed using

SuGAr (continuous line) and NVAP-M (dashed line). (b) As in (a), but between SuGAr (continuous line) and

WRF (dotted line).
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For every station, we average all the diurnal cycles for

the days within the same MJO phase. Figures 12a and

12b show, respectively, the results for the Sumatra and

Archipelago groups, with different colors indicating

different phases of the MJO. For both groups, the

largest values of PWV are observed during phase 4

(active phase), and the lowest values are in phase 8

(suppressed phase).

Figure 12c shows the difference between the daily

mean values during phase 8 and those during phase 4,

and Fig. 12d shows the difference in amplitudes. The

amplitude of the diurnal cycle is greater during the de-

veloping and active phases, and smaller during the sup-

pressed phase. Stations along the west coast of Sumatra

exhibit a particularly large change, from an average am-

plitude difference of almost 6mm to less than 2mm.

Among these stations, the change is somewhat grad-

ual as the convective envelope arrives and passes by.

The amplitude of the PWV diurnal cycle for Archi-

pelago stations is also affected, although in a more com-

plexway.Aswehave previously discussed, the amplitudes

for Archipelago stations tend to be rather small, making

disentangling the MJO signal from noise difficult. Com-

paring some of the developing/active phases with the

suppressed phases, it appears that the nighttime peaks

(0100–0400 LST) are larger in the former than in the

latter scenarios. The peaks at midday appear less sen-

sitive to MJO phases.

Finally, changes in the timing of PWV peaks are dif-

ficult to decipher given the relatively coarse resolution

of 3 h. For Sumatra stations, the peak of the diurnal cycle

appears to shift from 2200 LST in the suppressed phase

to 1900 LST in developing/active phases. Something

similar seems to hold for Archipelago stations, whereby

the nighttime peak tends to happen later in the day

during the suppressed rather than the activeMJO phase,

while the midday peak does not appear to vary much,

apart from some slight changes during phases 7 and 8.

Because the changes are of the same order of magnitude

as the temporal resolution of the SuGAr dataset, we

follow up with a further test. The same analysis is re-

peated for ZTD which has a higher temporal resolution:

Figs. 13a and 13c confirm the shift forward of a few hours

in evening peaks for the Sumatra stations and nighttime

FIG. 8. As in Fig. 6, but comparing SuGAr data and WRF output for the year 2012.
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peaks for the Archipelago stations as conditions advance

from a developing/activeMJOphase to a suppressed one;

however, the midday peaks for Archipelago stations vary

little throughout the different MJO phases.

Encouraged by the favorable comparison between

SuGAr data and the WRF simulations, we use WRF

to investigate how theMJO affects the diurnal cycle of

PWV. The panels of Fig. 14 represent the diurnal cycles

of the simulated PWV, averaged in the direction parallel

to the Sumatra coast, as a function of distance from the

west coast of Sumatra, positive values being to the west,

negative to the east, averaged over the days of each

MJO phase. For simplicity, we have subtracted the di-

urnal cycles of PWV averaged over all simulated days in

each panel. As seen for SuGAr, the highest values of

PWV occur during the development of phases 4 and 5,

whereas the lowest values are seen during phases 7 and

8. There are some slight differences in the other phases,

but otherwise WRF is able to capture the observed var-

iations in PWV.

To shed light on the diurnal cycle during distinct MJO

phases, Fig. 15 compares the daily mean and amplitude

as in Figs. 8c and 8d, where Figs. 15a and 15c refer to

phase 4 of the MJO, while Figs. 15b and 15d refer to

phase 8. The panels concur with our previous results

with mean values and amplitudes generally being larger

during the active phase 4, and smaller during the sup-

pressed phase 8. As in Fig. 12, the simulated amplitudes

for Sumatra stations are more affected by the MJO

relative to those of the Archipelago. While there appears

to be reasonable agreement for both diurnal cycle means

and amplitudes during phase 8, the panels for phase 4

suggest the simulated daily mean PWV values are lower

than SuGAr PWV while the amplitudes are larger.

Compared with Figs. 8c and 8d, there is greater scatter

around the one-to-one line, although one should keep

in mind that Fig. 8 was constructed using data from an

entire year, whereas Fig. 15 for single MJO phases

during a 6-month period.

FIG. 10. Average diurnal cycle of PWV diagnosed fromWRF on

a longitudinal slice that cuts through the island of Siberut. The

black line represents the topography of Siberut, scaled by a factor

of 100.

FIG. 9. As in Fig. 3, but for the output of the WRF simulation.
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To further illustrate the changes in simulated PWV

values between different MJO phases, Fig. 16a shows

the amplitudes diagnosed withWRF as a function of the

distance from the coast and the different MJO phases.

For stations within 50km of the coast in both directions,

amplitudes tend to maximize during the active phase 4,

consistent with the SuGAr observations. Between 50

and 100km to the west of Sumatra’s west coast, where

many Archipelago stations are located, the amplitudes

display fairly large values also during phase 3.

Changes in the timing of the diurnal cycle peaks can

be seen in Fig. 16b, where the PWV values are plotted

as a function of local time and distance for phase 4 in

color, while those for phase 8 in contours. Because the

topography creates a strong gradient in PWV values, we

limit the contours at 46mm and the color bar at 52mm

for the figure. As we saw from the SuGAr data, the di-

urnal cycle of PWV appears to peak earlier in the day

during the enhanced phase—the exact time depending

on the location—than it does during the suppressed phase.

At a distance between 0 and 100km, the difference seems

large enough that it could also be seen using a 3-h-

resolution dataset. This supports our earlier finding that

the peak time in the diurnal cycle of PWV changes with

different phases of the MJO.

Figures 16c and 16d represent the diurnal cycle of

precipitation rate in WRF for phases 4 and 8, respec-

tively. The main difference is the presence of a coherent

band of precipitation that starts propagating westward

in the late afternoon and reaches a distance of 200km

from the coast at approximately 0300 LST. This con-

vective system also appears in phase 3, but not in phase

8, when precipitation appears to propagate westward

more slowly and less coherently, possibly as a result of

unorganized convection over the ocean. This feature

is also present in Fig. 16c, although the different range

of the color bar makes it harder to appreciate.

4. Discussion

Given the complex topography of the Maritime Con-

tinent, a dense network of stations like SuGAr that can

provide high-temporal-resolution, all-weather PWV is

highly valuable for understanding the interaction be-

tween convection and the larger-scale circulation (e.g.,

Bretherton et al. 2004; Peters and Neelin 2006; Holloway

and Neelin 2009, 2010; Schiro et al. 2016; Schiro and

Neelin 2018). In this paper, we illustrate how SuGAr data

can be used for this purpose, using a transect of stations

from the Barisan mountains to the small islands offshore

of Sumatra almost perpendicularly to the shoreline. The

GPS network data are used to construct the average di-

urnal cycles of PWV.

While Fig. 4a shows how the diurnal cycle changes

progressively as we move offshore, it is potentially

influenced by the relatively low temporal resolution.

FIG. 11. (clockwise from top left) Filtered OLR anomalies at phases 1–8 of MJO propagation.
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ZTD data are available every 5min, and, being pro-

portional to PWV, they are analyzed to boost the con-

fidence in the conclusion drawn from the PWVdata. The

3-hourly ISH meteorological variables limit the GPS

PWV temporal resolution. One way to address this

problem is to interpolate the surface temperature and

pressure data used in the algorithm to convert ZTD to

achieve a much higher resolution. However, although

PWV values retrieved from ZTD are not particularly

sensitive to surface temperature, they are more sensitive

to surface pressure: for example, a 10-K temperature

change would give a difference roughly between 0.5 and

1.5mm in PWV, a 1-hPa pressure change can lead to

changes in derived PWVon the order to 3.5mm. Thus, the

result would likely depend on the interpolation method.

Our comparisons between datasets are encouraging.

Both COSMIC and OMI PWV are linearly related to

SuGAr PWV, although OMI data diverge at larger

PWV due to cloud contamination. On the one hand, the

comparison provides confidence in SuGAr PWV; on the

other hand, it permits assessment of other datasets over

the complex topography and island configuration of the

Maritime Continent. Because both OMI and COSMIC

have much broader spatial coverage than SuGAr, our

study increases confidence in those datasets for regions

broader than the one we have focused on. Our results

suggest that caution should be exercised when using

NVAP-M to study diurnal cycle in the Maritime Con-

tinent region, as NVAP-M PWV values are significantly

lower than SuGAr’s for Sumatra stations, and higher for

Archipelago stations. The time of peak of the diurnal

cycles also appears to differ from SuGAr. The coarser

spatial and temporal resolutions of NVAP-M may have

contributed to the discrepancies.

The SuGArPWVcontains important information about

how theMJO interacts with the diurnal cycle of convection

over the Maritime Continent. To our knowledge, many

previous observational studies on the topic, with the ex-

ception of Fujita et al. (2011), either focused on a larger

area, such as the entire Maritime Continent, or on specific

FIG. 12. (a) Average diurnal cycles of PWV retrieved from SuGAr data at different phases of the MJO for

Sumatra stations. (b) As in (a), but for Archipelago stations. (c) Difference of themean of the average diurnal cycle

of PWV diagnosed with SuGAr between phase 8 and phase 4 of the MJO. (d) As in (c), but for amplitude.
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campaigns that were limited in time to only a few MJO

cycles. Given its density and long-term coverage, SuGAr

PWV has the potential to provide the much needed

metrics for models to replicate, as well as intensive case

studies for single sites or transects, as we have dem-

onstrated. This paper serves to motivate more in-depth

future studies using the SuGAr data. In particular,

ongoing work with the SuGAr data and WRF simula-

tions is being conducted to understand the underlying

physical mechanisms that explain why the diurnal cycle

of PWV is significantly modulated by the MJO.

In comparing our results with the previous litera-

ture, one should keep in mind thatMaritime Continent

studies range widely in the observational techniques

used, time period examined, and the geographical

area studied. To our knowledge, Fujita et al. (2011)

is the one most comparable to this paper in terms

of the data used and the study area. Our work differs

from Fujita et al. (2011) in several aspects. We used

more GPS stations in the area, compared against

other datasets, analyzed the details of the shape and

timing of the diurnal cycles, raised/tested a couple of

hypotheses about the diurnal cycles. Both our papers

and their papers examine the effect of MJO on diurnal

cycle.

Figures 13b and 13d show the anomalies of ZTD

computed with respect to the mean of each MJO phase.

The plots are similar to Fig. 6 of Fujita et al. (2011),

where the deviations from themean PWV for eachMJO

phase were presented, the main differences being that

we are considering a different variable that also has

higher temporal resolution.

Figure 13d is possibly the most immediately com-

parable to Fujita et al. (2011) since it is based on GPS

stations placed in similar locations in the archipelago

to the west of Sumatra. The midday/early afternoon

positive anomalies have a similar behavior to those

observed by Fujita et al. (2011). They tend to occur

earlier in the day during the active phase, and later

during the suppressed phase of theMJO. Likewise, the

troughs appear earlier during the active phase, and

there are no significant variations across MJO phases.

A similar behavior is observed for stations on Sumatra,

with ZTD peaking earlier in the day during the active

phase of the MJO. Finally, Fujita et al. (2011) showed

that the late afternoon/evening peaks in PWV happen

later in the day during the active phase, while we observe

only a slight shift of the peaks of ZTD and earlier in

the day.

5. Conclusions

In this study, we have presented a new dataset of PWV

measurements obtained from a GPS network called

SuGAr, whose stations are located along the west coast

of Sumatra and on the smaller islands offshore. This

dataset could be considered as an expansion of that used

in Fujita et al. (2011), with the addition of many stations

on the island of Sumatra, and an overall greater density

of stations. Interested in how this dataset could be used

FIG. 13. (a),(c) As in Figs. 12a and 12b, but for ZTD. (b),(d) ZTD anomalies with respect to the mean of each MJO phase (cf. Fig. 6 in

Fujita et al. 2011).
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to better understand the diurnal cycle of PWV, we

have examined the daily means and amplitudes of the

diurnal cycle for each station between 2008 and 2013.

As expected, the means correlate well with the altitude

of the station, while the amplitudes decrease progres-

sively from Sumatra to the islands offshore. We have

then discussed the peaks of the average diurnal cycles,

observing that the average profile for stations over

land tended to have a single peak at 1900 LST, while

the stations offshore tended to have two peaks, one at

1300 LST, and the other at 0100 LST.

We also compared the values of PWV obtained from

SuGAr with those retrieved from other datasets for vali-

dation. Radio occultation data acquired from COSMIC

were matched with the corresponding values from the

closest SuGAr station. We found relatively good agree-

ment, in spite of the scarcity of COSMIC data over

Sumatra for the period of interest. We conducted a

similar comparison with PWV values obtained from the

visible spectra of OMI, and found reasonable agree-

ment with SuGAr when PWV is below about 50mm.

The discrepancy at higher values is likely due to the high

sensitivity of OMI to clouds.

A comparison followed with NVAP-M PWV. In this

case, the spatial coverage was much larger than for the

other two missions, but NVAP-M only has data from

1988 until 2009, so we compared average diurnal cycles

in the same location as SuGAr stations from differ-

ent time periods. Agreement between the two datasets

was poorer than other two comparisons. The daily

means diagnosed from NVAP-M have a much wider

range than those from SuGAr, from which they di-

verged substantially for coastal stations on Sumatra.

Moreover, amplitudes from NVAP-M were much

larger than those calculated from SuGAr, especially

for stations over Sumatra. We suspect the poor agree-

ment between the two datasets is related to the coarse

resolution of NVAP-M, which, combined with the

FIG. 14. (clockwise from top left) Anomalies of PWV compared to the mean computed with WRF during the simulated period as a

function of time and distance from the west coast of Sumatra across phases 1–8 of theMJO. Positive anomalies are drawn with continuous

contours at an interval of 1mm, while negative anomalies are drawn with a dashed–dotted contour line. The 0-mm value is marked with a

thicker black line.
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complex topography of Sumatra, could lead to large

discrepancies.

We further analyzed the observed diurnal cycle with

the aid of WRF. The model provides accessibility to

nonobservables on a regular grid at higher resolutions

than the data, opening up the possibility of gaining a

deeper understanding of the underlying processes. Over-

all, the simulations capture the most pronounced features

in the observed diurnal cycle for the purpose of this study.

Specifically, although the simulatedmean values are lower

by a few millimeters for most stations, the simulated am-

plitudes aligned well with the observations, especially for

stations on the offshore archipelago.

The phases of the diurnal cycles were also rather well

captured by WRF: on average, values collocated with

SuGAr stations over Sumatra had a single peak at about

1900 LST, while the averaged diurnal cycle for the

locations offshore had double-peaked structure as

SuGAr stations also exhibited. A closer examination of

the island of Siberut led us to speculate that the double

peak could be a combination of having stations along

the coast of the smaller islands to the west of Sumatra and

of having a coarse spatial resolution of 20km: the peak at

0100 LST could be due to the offshore propagation of the

moist convection developed over Sumatra,while the peak

at 1300 LST could be a result of convection over Siberut.

We investigated how the MJO modulates the diurnal

cycle of PWV for the period between 1 October 2011

and 1 April 2012. Starting from the OLR field computed

through a WRF simulation for the time period of in-

terest, we distinguished eight MJO phases, and we av-

eraged diurnal cycles of PWV for each phase. Our

results show that the largest values of PWV are obtained

in the developing and active phase of the MJO, while the

lowest PWV are seen during suppressed phases. Sta-

tions over the island of Sumatra experience large varia-

tions of amplitudes, with the highest during the active

phases, and the smallest during the suppressed ones.

Amplitudes seemed affected also for stations on the ar-

chipelago, although to a lesser extent given that these

stations have smaller amplitudes. In the suppressed phase,

there also seems to be a shift in the peak: for the stations

FIG. 15. (a),(b) As in Fig. 8c, but for phases 4 and 8, respectively. (c),(d) As in Fig. 8d, but for phases 4 and 8,

respectively.
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over Sumatra, the peak moves from 1900 LST in the ac-

tive phase to 2200 LST in the suppressed phase. Similar

changes seemed to happen for stations on the archipelago.

Acknowledgments. The data are available upon re-

quest. We are grateful to the Earth Observatory of

Singapore at Nanyang Technological University and the

Indonesian Institute of Science (LIPI) for operating the

SuGAr network and sharing the ground GPS data, and

to Ding Ma for providing the MATLAB code to di-

agnose MJO phases from model output. GT and ZM

were supported by NOAA Climate Program Office

Grant NA17OAR4310260 and a subcontract of NSF

Grant AGS-1649819 to the University of Hawaii. David

Adams contributed to this study during a sabbatical at

Rutgers University with funding from Programa de

Apoyos para la Superación del Personal Académico de

la UNAM (PASPA). Huiqun Wang is supported by

NASA’s ACMAP program.

REFERENCES

Adams, D. K., R. M. S. Fernandes, and J. M. F. Maia, 2011: GNSS

precipitable water vapor from an Amazonian rain forest flux

tower. J. Atmos. Oceanic Technol., 28, 1192–1198, https://doi.org/

10.1175/JTECH-D-11-00082.1.

——, S. I. Gutman, K. L. Holub, and D. S. Pereira, 2013: GNSS

observations of deep convective time scales in the Amazon.

Geophys. Res. Lett., 40, 2818–2823, https://doi.org/10.1002/

grl.50573.

——, and Coauthors, 2015: The Amazon Dense GNSS Meteoro-

logical Network: A new approach for examining water vapor

and deep convection interactions in the tropics. Bull. Amer.

Meteor. Soc., 96, 2151–2165, https://doi.org/10.1175/BAMS-D-

13-00171.1.

——, H. M. J. Barbosa, and K. P. Gaitán De Los Ríos, 2017:
A spatiotemporal water vapor-deep convection correlation

metric derived from the Amazon Dense GNSS Meteorologi-

cal Network. Mon. Wea. Rev., 145, 279–288, https://doi.org/

10.1175/MWR-D-16-0140.1.

Anthes, R. A., and Coauthors, 2008: The COSMIC/FORMOSAT-3

mission: Early results. Bull. Amer. Meteor. Soc., 89, 313–334,

https://doi.org/10.1175/BAMS-89-3-313.

FIG. 16. (a) Amplitude of the diurnal cycle of PWV diagnosed usingWRF as a function of distance from the west

coast of Sumatra and the MJO phase. (b) Values of PWV during phase 4 (colors) and phase 8 (contours; interval:

0.5mm) of theMJO. (c) Diurnal cycle of the precipitation rate inWRF during phase 4 of theMJO; the contours are

every 0.5mmh21 starting from the maximum value of the color bar. (d) As in (c), but for phase 8.

NOVEMBER 2019 TORR I ET AL . 3547

Brought to you by NOAA Central Library | Unauthenticated | Downloaded 01/30/24 02:39 PM UTC

https://doi.org/10.1175/JTECH-D-11-00082.1
https://doi.org/10.1175/JTECH-D-11-00082.1
https://doi.org/10.1002/grl.50573
https://doi.org/10.1002/grl.50573
https://doi.org/10.1175/BAMS-D-13-00171.1
https://doi.org/10.1175/BAMS-D-13-00171.1
https://doi.org/10.1175/MWR-D-16-0140.1
https://doi.org/10.1175/MWR-D-16-0140.1
https://doi.org/10.1175/BAMS-89-3-313


Ao, C. O., A. J. Mannucci, and E. R. Kursinski, 2012: Improving

GPS radio occultation stratospheric refractivity retrievals for

climate benchmarking.Geophys. Res. Lett., 39, L12701, https://

doi.org/10.1029/2012GL051720.

Barrett, B. S., 2019: Connections between the Madden–Julian

oscillation and surface temperatures in winter 2018 over

eastern North America. Atmos. Sci. Lett., 20, e869, https://

doi.org/10.1002/asl.869.

Bechtold, P., J.-P. Chaboureau, A. Beljaars, A. K. Betts,

M. Köhler, M. Miller, and J.-L. Redelsperger, 2004: The

simulation of the diurnal cycle of convective precipitation

over land in a global model. Quart. J. Roy. Meteor. Soc., 130,

3119–3137, https://doi.org/10.1256/qj.03.103.

Becker, E. J., E. H. Berbery, and R. W. Higgins, 2011: Modulation

of cold-season U.S. daily precipitation by the Madden–Julian

oscillation. J. Climate, 24, 5157–5166, https://doi.org/10.1175/

2011JCLI4018.1.

Bergemann, M., and C. Jakob, 2016: How important is tropo-

spheric humidity for coastal rainfall in the tropics? Geo-

phys. Res. Lett., 43, 5860–5868, https://doi.org/10.1002/

2016GL069255.

Betts, A. K., and C. Jakob, 2002: Study of diurnal cycle of con-

vective precipitation over Amazonia using a single column

model. J. Geophys. Res., 107, 4732, https://doi.org/10.1029/

2002JD002264.

Bevis, M., S. Businger, T. A. Herring, C. Rocken, R. A. Anthes,

and R. H. Ware, 1992: GPS meteorology: Remote sensing of

atmospheric water vapor using the Global Positioning System.

J. Geophys. Res., 97, 15 787–15 801, https://doi.org/10.1029/

92JD01517.

Bond, N.A., andG.A.Vecchi, 2003: The influence of theMadden–

Julian oscillation on precipitation in Oregon andWashington.

Wea. Forecasting, 18, 600–613, https://doi.org/10.1175/1520-

0434(2003)018,0600:TIOTMO.2.0.CO;2.

Bretherton, C. S., M. E. Peters, and L. E. Back, 2004: Relationships

between water vapor path and precipitation over the tropical

oceans. J. Climate, 17, 1517–1528, https://doi.org/10.1175/1520-

0442(2004)017,1517:RBWVPA.2.0.CO;2.

Chen, F., and J. Dudhia, 2001: Coupling an advanced land surface–

hydrology model with the Penn State–NCAR MM5 Model-

ing System. Part I: Model implementation and sensitivity.

Mon. Wea. Rev., 129, 569–585, https://doi.org/10.1175/

1520-0493(2001)129,0569:CAALSH.2.0.CO;2.

Chen, S. S., and R. A. Houze Jr., 1997: Diurnal variation and life-

cycle of deep convective systems over the Tropical Pacific

Warm Pool.Quart. J. Roy. Meteor. Soc., 123, 357–388, https://

doi.org/10.1002/qj.49712353806.

Chou, M. D., and M. J. Suarez, 1994: An efficient thermal in-

frared radiation parameterization for use in general circu-

lation models. NASA Tech. Memo. 104606, Vol. 3, 85 pp.,

https://ntrs.nasa.gov/search.jsp?R519950009331.

Cronin, T. W., K. A. Emanuel, and P. Molnar, 2015: Island pre-

cipitation enhancement and the diurnal cycle in radiative-

convective equilibrium. Quart. J. Roy. Meteor. Soc., 141,

1017–1034, https://doi.org/10.1002/qj.2443.

Dai, A., and K. E. Trenberth, 2004: The diurnal cycle and its de-

piction in the Community Climate System Model. J. Climate,

17, 930–951, https://doi.org/10.1175/1520-0442(2004)017,0930:

TDCAID.2.0.CO;2.

Dee, D. P., and Coauthors, 2011: The ERA-Interim reanalysis:

Configuration and performance of the data assimilation sys-

tem.Quart. J. Roy. Meteor. Soc., 137, 553–597, https://doi.org/

10.1002/qj.828.

Drager, A. J., and S. C. van den Heever, 2017: Characterizing con-

vective cold pools. J. Adv. Model. Earth Syst., 9, 1091–1115,

https://doi.org/10.1002/2016MS000788.

Feng, J., T. Li, and W. Zhu, 2015a: Propagating and non-

propagatingMJO events overMaritime Continent. J. Climate,

28, 8430–8449, https://doi.org/10.1175/JCLI-D-15-0085.1.

Feng, L., E. M. Hill, P. Banerjee, I. Hermawan, L. L. H. Tsang,

D. H. Natawidjaja, B. W. Suwargadi, and K. Sieh, 2015b: A

unified GPS-based earthquake catalog for the Sumatran plate

boundary between 2002 and 2013. J. Geophys. Res. Solid Earth,

120, 3566–3598, https://doi.org/10.1002/2014JB011661.

Fujita, M., F. Kimura, and M. Yoshizaki, 2010: Morning pre-

cipitation peak over the Strait of Malacca under a calm

condition. Mon. Wea. Rev., 138, 1474–1486, https://doi.org/

10.1175/2009MWR3068.1.

——, K. Yoneyama, S. Mori, T. Nasuno, and M. Satoh, 2011: Di-

urnal convection peaks over the eastern Indian Ocean off

Sumatra during different MJO phases. J. Meteor. Soc. Japan,

89A, 317–330, https://doi.org/10.2151/jmsj.2011-A22.

Gentine, P., A. Garelli, S.-B. Park, J. Nie, G. Torri, and Z. Kuang,

2016:Role of surface heat fluxes underneath cold pools.Geophys.

Res. Lett., 43, 874–883, https://doi.org/10.1002/2015GL067262.

Grant, L. D., and S. C. van denHeever, 2016: Cold pool dissipation.

J. Geophys. Res. Atmos., 121, 1138–1155, https://doi.org/

10.1002/2015JD023813.

——, and ——, 2018: Cold pool-land surface interactions in a dry

continental environment. J. Adv.Model. Earth Syst., 10, 1513–

1526, https://doi.org/10.1029/2018MS001323.

——, T. P. Lane, and S. C. van den Heever, 2018: The role of cold

pools in tropical oceanic convective systems. J. Atmos. Sci., 75,

2615–2634, https://doi.org/10.1175/JAS-D-17-0352.1.

Gray, W. M., and R. W. Jacobson, 1977: Diurnal variation of deep

cumulus convection. Mon. Wea. Rev., 105, 1171–1188, https://

doi.org/10.1175/1520-0493(1977)105,1171:DVODCC.2.0.CO;2.

Haerter, J. O., and L. Schlemmer, 2018: Intensified cold pool dy-

namics under stronger surface heating.Geophys. Res. Lett., 45,

6299–6310, https://doi.org/10.1029/2017GL076874.

Hagos, S. M., C. Zhang, Z. Feng, C. D. Burleyson, C. De Mott,

B. Kerns, J. J. Benedict, and M. N. Martini, 2016: The impact

of the diurnal cycle on the propagation of Madden–Julian

Oscillation convection across the Maritime Continent. J. Adv.

Model. Earth Syst., 8, 1552–1564, https://doi.org/10.1002/

2016MS000725.

Hassim, M. E. E., T. P. Lane, and W. W. Grabowski, 2016: The

diurnal cycle of rainfall over New Guinea in convection-

permittingWRF simulations.Atmos. Chem. Phys., 16, 161–175,

https://doi.org/10.5194/acp-16-161-2016.

Higgins, R. W., and W. Shi, 2001: Intercomparison of the principal

modes of interannual and intraseasonal variability of the North

American Monsoon system. J. Climate, 14, 403–417, https://

doi.org/10.1175/1520-0442(2001)014,0403:IOTPMO.2.0.CO;2.

——, J.-K. E. Schemm, W. Shi, and A. Leetmaa, 2000: Extreme

precipitation events in the western United States related to

tropical forcing. J. Climate, 13, 793–820, https://doi.org/10.1175/

1520-0442(2000)013,0793:EPEITW.2.0.CO;2.

Holloway, C. E., and J. D.Neelin, 2009:Moisture vertical structure,

column water vapor, and tropical deep convection. J. Atmos.

Sci., 66, 1665–1683, https://doi.org/10.1175/2008JAS2806.1.

——, and ——, 2010: Temporal relations of column water vapor

and tropical precipitation. J. Atmos. Sci., 67, 1091–1105,

https://doi.org/10.1175/2009JAS3284.1.

Hong, S.-Y., Y. Noh, and J. Dudhia, 2006: A new vertical diffusion

package with an explicit treatment of entrainment processes.

3548 JOURNAL OF THE ATMOSPHER IC SC IENCES VOLUME 76

Brought to you by NOAA Central Library | Unauthenticated | Downloaded 01/30/24 02:39 PM UTC

https://doi.org/10.1029/2012GL051720
https://doi.org/10.1029/2012GL051720
https://doi.org/10.1002/asl.869
https://doi.org/10.1002/asl.869
https://doi.org/10.1256/qj.03.103
https://doi.org/10.1175/2011JCLI4018.1
https://doi.org/10.1175/2011JCLI4018.1
https://doi.org/10.1002/2016GL069255
https://doi.org/10.1002/2016GL069255
https://doi.org/10.1029/2002JD002264
https://doi.org/10.1029/2002JD002264
https://doi.org/10.1029/92JD01517
https://doi.org/10.1029/92JD01517
https://doi.org/10.1175/1520-0434(2003)018<0600:TIOTMO>2.0.CO;2
https://doi.org/10.1175/1520-0434(2003)018<0600:TIOTMO>2.0.CO;2
https://doi.org/10.1175/1520-0442(2004)017<1517:RBWVPA>2.0.CO;2
https://doi.org/10.1175/1520-0442(2004)017<1517:RBWVPA>2.0.CO;2
https://doi.org/10.1175/1520-0493(2001)129<0569:CAALSH>2.0.CO;2
https://doi.org/10.1175/1520-0493(2001)129<0569:CAALSH>2.0.CO;2
https://doi.org/10.1002/qj.49712353806
https://doi.org/10.1002/qj.49712353806
https://ntrs.nasa.gov/search.jsp?R=19950009331
https://doi.org/10.1002/qj.2443
https://doi.org/10.1175/1520-0442(2004)017<0930:TDCAID>2.0.CO;2
https://doi.org/10.1175/1520-0442(2004)017<0930:TDCAID>2.0.CO;2
https://doi.org/10.1002/qj.828
https://doi.org/10.1002/qj.828
https://doi.org/10.1002/2016MS000788
https://doi.org/10.1175/JCLI-D-15-0085.1
https://doi.org/10.1002/2014JB011661
https://doi.org/10.1175/2009MWR3068.1
https://doi.org/10.1175/2009MWR3068.1
https://doi.org/10.2151/jmsj.2011-A22
https://doi.org/10.1002/2015GL067262
https://doi.org/10.1002/2015JD023813
https://doi.org/10.1002/2015JD023813
https://doi.org/10.1029/2018MS001323
https://doi.org/10.1175/JAS-D-17-0352.1
https://doi.org/10.1175/1520-0493(1977)105<1171:DVODCC>2.0.CO;2
https://doi.org/10.1175/1520-0493(1977)105<1171:DVODCC>2.0.CO;2
https://doi.org/10.1029/2017GL076874
https://doi.org/10.1002/2016MS000725
https://doi.org/10.1002/2016MS000725
https://doi.org/10.5194/acp-16-161-2016
https://doi.org/10.1175/1520-0442(2001)014<0403:IOTPMO>2.0.CO;2
https://doi.org/10.1175/1520-0442(2001)014<0403:IOTPMO>2.0.CO;2
https://doi.org/10.1175/1520-0442(2000)013<0793:EPEITW>2.0.CO;2
https://doi.org/10.1175/1520-0442(2000)013<0793:EPEITW>2.0.CO;2
https://doi.org/10.1175/2008JAS2806.1
https://doi.org/10.1175/2009JAS3284.1


Mon. Wea. Rev., 134, 2318–2341, https://doi.org/10.1175/

MWR3199.1.

Houze, R. A., S. G. Geotis, F. D. Marks, and A. K. West, 1981:

Winter monsoon convection in the vicinity of North Borneo.

Part I: Structure and time variation of the clouds and pre-

cipitation. Mon. Wea. Rev., 109, 1595–1614, https://doi.org/

10.1175/1520-0493(1981)109,1595:WMCITV.2.0.CO;2.

Hsu, H.-H., and M.-Y. Lee, 2005: Topographic effects on the

eastward propagation and initiation of the Madden–Julian

oscillation. J. Climate, 18, 795–809, https://doi.org/10.1175/

JCLI-3292.1.

Huffman, G. J., and Coauthors, 2007: The TRMMMultisatellite

Precipitation Analysis (TMPA): Quasi-global, multiyear,

combined-sensor precipitation estimates at fine scales.

J. Hydrometeor., 8, 38–55, https://doi.org/10.1175/JHM560.1.

Iacono, M. J., J. S. Delamere, E. J. Mlawer, M. W. Shephard, S. A.

Clough, and W. D. Collins, 2008: Radiative forcing by long-

lived greenhouse gases: Calculations with the AER radiative

transfermodels. J. Geophys. Res., 113, D13103, https://doi.org/

10.1029/2008JD009944.

Inness, P. M., and J. M. Slingo, 2006: The interaction of the

Madden–Julian Oscillation with the Maritime Continent in a

GCM. Quart. J. Roy. Meteor. Soc., 132, 1645–1667, https://

doi.org/10.1256/qj.05.102.

——,——,E.Guilyardi, and J. Cole, 2003: Simulation of theMadden–

Julian Oscillation in a coupled general circulation model. Part II:

The role of the basic state. J. Climate, 16, 365–382, https://doi.org/

10.1175/1520-0442(2003)016,0365:SOTMJO.2.0.CO;2.

Jiang, X., and Coauthors, 2015: Vertical structure and physical

processes of the Madden–Julian Oscillation: Exploring key

model physics in climate simulations. J. Geophys. Res. Atmos.,

120, 4718–4748, https://doi.org/10.1002/2014JD022375.

Jiménez, P. A., J. Dudhia, J. F. González-Rouco, J. Navarro, J. P.

Montávez, andE.García-Bustamante, 2012:A revised scheme

for the WRF surface layer formulation. Mon. Wea. Rev., 140,

898–918, https://doi.org/10.1175/MWR-D-11-00056.1.

Jones, C.,D.E.Waliser,K.M.Lau, andW. Stern, 2004: TheMadden–

Julian oscillation and its impact on Northern Hemisphere

weather predictability. Mon. Wea. Rev., 132, 1462–1471, https://

doi.org/10.1175/1520-0493(2004)132,1462:TMOAII.2.0.CO;2.

Kamimera, H., S. Mori, M. D. Yamanaka, and F. Syamsudin, 2012:

Modulation of diurnal rainfall cycle by the Madden-Julian

Oscillation based on one-year continuous observations with a

meteorological radar in west Sumatera. SOLA, 8, 111–114,

https://doi.org/10.2151/sola.2012-028.

Kerns, B. W., and S. S. Chen, 2018: Diurnal cycle of precipitation

and cloud clusters in the MJO and ITCZ over the Indian

Ocean. J. Geophys. Res. Atmos., 123, 10 140–10 161, https://

doi.org/10.1029/2018JD028589.

Kiladis, G. N., and K. M. Weickmann, 1992: Circulation anomalies

associated with tropical convection during northern winter.

Mon. Wea. Rev., 120, 1900–1923, https://doi.org/10.1175/1520-

0493(1992)120,1900:CAAWTC.2.0.CO;2.

——, J. Dias, K.H. Straub,M. C.Wheeler, S. N. Tulich, K.Kikuchi,

K. M. Weickmann, and M. J. Ventrice, 2014: A comparison of

OLR and circulation-based indices for tracking the MJO.Mon.

Wea. Rev., 142, 1697–1715, https://doi.org/10.1175/MWR-D-13-

00301.1.

Kim, D., and Coauthors, 2009: Application of MJO simulation

diagnostics to climate models. J. Climate, 22, 6413–6436, https://

doi.org/10.1175/2009JCLI3063.1.

Kim, H.-M., D. Kim, F. Vitart, V. E. Toma, J.-S. Kug, and P. J.

Webster, 2016: MJO propagation across the Maritime

Continent in the ECMWF ensemble prediction system.

J. Climate, 29, 3973–3988, https://doi.org/10.1175/JCLI-D-

15-0862.1.

——, F. Vitart, andD. E.Waliser, 2018: Prediction of theMadden–

Julian oscillation: A review. J. Climate, 31, 9425–9443, https://

doi.org/10.1175/JCLI-D-18-0210.1.

Klemp, J. B., J. Dudhia, andA.D. Hassiotis, 2008: An upper gravity-

wave absorbing layer for NWP applications. Mon. Wea. Rev.,

136, 3987–4004, https://doi.org/10.1175/2008MWR2596.1.

Klotzbach, P. J., E. C. J. Oliver, R. D. Leeper, and C. J. Schreck,

2016: The relationship between the Madden–Julian Oscilla-

tion (MJO) and southeastern New England snowfall. Mon.

Wea. Rev., 144, 1355–1362, https://doi.org/10.1175/MWR-D-

15-0434.1.

Kuo, Y.-H., T.-K. Wee, S. Sokolovskiy, C. Rocken, W. Schreiner,

D. Hunt, and R. Anthes, 2004: Inversion and error estimation

of GPS radio occultation data. J. Meteor. Soc. Japan, 82, 507–531,

https://doi.org/10.2151/jmsj.2004.507.

Kursinski, E. R., G.A.Hajj, J. T. Schofield, R. P. Linfield, andK.R.

Hardy, 1997: Observing Earth’s atmosphere with radio oc-

cultation measurements using the Global Positioning System.

J. Geophys. Res., 102, 23 429–23 465, https://doi.org/10.1029/

97JD01569.

Lim, K.-S. S., and S.-Y. Hong, 2010: Development of an effective

double-moment cloud microphysics scheme with prognostic

cloud condensation nuclei (CCN) for weather and climate

models. Mon. Wea. Rev., 138, 1587–1612, https://doi.org/

10.1175/2009MWR2968.1.

Lintner, B. R., C. E. Holloway, and J. D. Neelin, 2011: Column

water vapor statistics and their relationship to deep convection,

vertical and horizontal circulation, and moisture structure at

Nauru. J. Climate, 24, 5454–5466, https://doi.org/10.1175/JCLI-

D-10-05015.1.

——, D. K. Adams, K. A. Schiro, A. M. Stansfield, A. A. Amorim

Rocha, and J. D. Neelin, 2017: Relationships among climato-

logical vertical moisture structure, column water vapor, and

precipitation over the central Amazon in observations and

CMIP5 models. Geophys. Res. Lett., 44, 1981–1989, https://

doi.org/10.1002/2016GL071923.

Locarnini, R. A., and Coauthors, 2013: Temperature. Vol. 1,World

Ocean Atlas 2013, NOAA Atlas NESDIS 73, 40 pp., http://

data.nodc.noaa.gov/woa/WOA13/DOC/woa13_vol1.pdf.

Love, B. S., A. J. Matthews, and G. M. S. Lister, 2011: The diurnal

cycle of precipitation over the Maritime Continent in a high-

resolution atmospheric model. Quart. J. Roy. Meteor. Soc.,

137, 934–947, https://doi.org/10.1002/qj.809.
Madden, R. A., and P. R. Julian, 1971: Detection of a 40–50 day os-

cillation in the zonal wind in the Tropical Pacific. J. Atmos. Sci.,

28, 702–708, https://doi.org/10.1175/1520-0469(1971)028,0702:

DOADOI.2.0.CO;2.

——, and ——, 1972: Description of global-scale circulation cells

in the Tropics with a 40–50 day period. J. Atmos. Sci., 29,

1109–1123, https://doi.org/10.1175/1520-0469(1972)029,1109:

DOGSCC.2.0.CO;2.

Majda, A. J., and Q. Yang, 2016: A multiscale model for the in-

traseasonal impact of the diurnal cycle over the Maritime

Continent on theMadden–Julian oscillation. J. Atmos. Sci., 73,

579–604, https://doi.org/10.1175/JAS-D-15-0158.1.

Mapes, B. E., T. T. Warner, and M. Xu, 2003: Diurnal patterns of

rainfall in northwestern SouthAmerica. Part III:Diurnal gravity

waves and nocturnal convection offshore.Mon. Wea. Rev., 131,

830–844, https://doi.org/10.1175/1520-0493(2003)131,0830:

DPORIN.2.0.CO;2.

NOVEMBER 2019 TORR I ET AL . 3549

Brought to you by NOAA Central Library | Unauthenticated | Downloaded 01/30/24 02:39 PM UTC

https://doi.org/10.1175/MWR3199.1
https://doi.org/10.1175/MWR3199.1
https://doi.org/10.1175/1520-0493(1981)109<1595:WMCITV>2.0.CO;2
https://doi.org/10.1175/1520-0493(1981)109<1595:WMCITV>2.0.CO;2
https://doi.org/10.1175/JCLI-3292.1
https://doi.org/10.1175/JCLI-3292.1
https://doi.org/10.1175/JHM560.1
https://doi.org/10.1029/2008JD009944
https://doi.org/10.1029/2008JD009944
https://doi.org/10.1256/qj.05.102
https://doi.org/10.1256/qj.05.102
https://doi.org/10.1175/1520-0442(2003)016<0365:SOTMJO>2.0.CO;2
https://doi.org/10.1175/1520-0442(2003)016<0365:SOTMJO>2.0.CO;2
https://doi.org/10.1002/2014JD022375
https://doi.org/10.1175/MWR-D-11-00056.1
https://doi.org/10.1175/1520-0493(2004)132<1462:TMOAII>2.0.CO;2
https://doi.org/10.1175/1520-0493(2004)132<1462:TMOAII>2.0.CO;2
https://doi.org/10.2151/sola.2012-028
https://doi.org/10.1029/2018JD028589
https://doi.org/10.1029/2018JD028589
https://doi.org/10.1175/1520-0493(1992)120<1900:CAAWTC>2.0.CO;2
https://doi.org/10.1175/1520-0493(1992)120<1900:CAAWTC>2.0.CO;2
https://doi.org/10.1175/MWR-D-13-00301.1
https://doi.org/10.1175/MWR-D-13-00301.1
https://doi.org/10.1175/2009JCLI3063.1
https://doi.org/10.1175/2009JCLI3063.1
https://doi.org/10.1175/JCLI-D-15-0862.1
https://doi.org/10.1175/JCLI-D-15-0862.1
https://doi.org/10.1175/JCLI-D-18-0210.1
https://doi.org/10.1175/JCLI-D-18-0210.1
https://doi.org/10.1175/2008MWR2596.1
https://doi.org/10.1175/MWR-D-15-0434.1
https://doi.org/10.1175/MWR-D-15-0434.1
https://doi.org/10.2151/jmsj.2004.507
https://doi.org/10.1029/97JD01569
https://doi.org/10.1029/97JD01569
https://doi.org/10.1175/2009MWR2968.1
https://doi.org/10.1175/2009MWR2968.1
https://doi.org/10.1175/JCLI-D-10-05015.1
https://doi.org/10.1175/JCLI-D-10-05015.1
https://doi.org/10.1002/2016GL071923
https://doi.org/10.1002/2016GL071923
http://data.nodc.noaa.gov/woa/WOA13/DOC/woa13_vol1.pdf
http://data.nodc.noaa.gov/woa/WOA13/DOC/woa13_vol1.pdf
https://doi.org/10.1002/qj.809
https://doi.org/10.1175/1520-0469(1971)028<0702:DOADOI>2.0.CO;2
https://doi.org/10.1175/1520-0469(1971)028<0702:DOADOI>2.0.CO;2
https://doi.org/10.1175/1520-0469(1972)029<1109:DOGSCC>2.0.CO;2
https://doi.org/10.1175/1520-0469(1972)029<1109:DOGSCC>2.0.CO;2
https://doi.org/10.1175/JAS-D-15-0158.1
https://doi.org/10.1175/1520-0493(2003)131<0830:DPORIN>2.0.CO;2
https://doi.org/10.1175/1520-0493(2003)131<0830:DPORIN>2.0.CO;2


Matsueda, S., and Y. Takaya, 2015: The global influence of the

Madden–Julian oscillation on extreme temperature events.

J. Climate, 28, 4141–4151, https://doi.org/10.1175/JCLI-D-

14-00625.1.

Mo, K. C., 2000: Intraseasonal modulation of summer precipitation

over North America.Mon. Wea. Rev., 128, 1490–1505, https://

doi.org/10.1175/1520-0493(2000)128,1490:IMOSPO.2.0.CO;2.

Mori, S., and Coauthors, 2004: Diurnal land–sea rainfall peak mi-

gration over Sumatera Island, Indonesian Maritime Conti-

nent, observed by TRMM satellite and intensive rawinsonde

soundings. Mon. Wea. Rev., 132, 2021–2039, https://doi.org/

10.1175/1520-0493(2004)132,2021:DLRPMO.2.0.CO;2.

NCDC, 2005: NCDC TD3505 integrated surface hourly data. Re-

search Data Archive at the National Center for Atmospheric

Research, Computational and Information Systems Labora-

tory, accessed 14 February 2017, http://rda.ucar.edu/datasets/

ds463.3/.

Neale, R., and J. Slingo, 2003: The Maritime Continent and its role in

the global climate: AGCM study. J. Climate, 16, 834–848, https://

doi.org/10.1175/1520-0442(2003)016,0834:TMCAIR.2.0.CO;2.

Nesbitt, S. W., and E. J. Zipser, 2003: The diurnal cycle of rainfall

and convective intensity according to three years of TRMM

measurements. J. Climate, 16, 1456–1475, https://doi.org/10.1175/

1520-0442-16.10.1456.

Oh, J.-H., K.-Y. Kim, and G.-H. Lim, 2012: Impact of MJO on the

diurnal cycle of rainfall over the western Maritime Continent

in the austral summer. Climate Dyn., 38, 1167–1180, https://

doi.org/10.1007/s00382-011-1237-4.

——, B.-M. Kim, K.-Y. Kim, H.-J. Song, and G.-H. Lim, 2013: The

impact of the diurnal cycle on the MJO over the Maritime

Continent: A modeling study assimilating TRMM rain rate

into global analysis.Climate Dyn., 40, 893–911, https://doi.org/

10.1007/s00382-012-1419-8.

Peatman, S. C., A. J. Matthews, and D. P. Stevens, 2014: Propa-

gation of theMadden–JulianOscillation through theMaritime

Continent and scale interaction with the diurnal cycle of pre-

cipitation. Quart. J. Roy. Meteor. Soc., 140, 814–825, https://

doi.org/10.1002/qj.2161.

——, ——, and ——, 2015: Propagation of the Madden–Julian

Oscillation and scale interaction with the diurnal cycle in a

high-resolution GCM. Climate Dyn., 45, 2901–2918, https://

doi.org/10.1007/s00382-015-2513-5.

Peters, O., and J. D. Neelin, 2006: Critical phenomena in atmo-

spheric precipitation. Nat. Phys., 2, 393–396, https://doi.org/

10.1038/nphys314.

Qian, J.-H., 2008: Why precipitation is mostly concentrated over is-

lands in the Maritime Continent. J. Atmos. Sci., 65, 1428–1441,

https://doi.org/10.1175/2007JAS2422.1.

Ramage, C. S., 1968: Role of a tropical ‘‘Maritime Continent’’ in the

atmospheric circulation. Mon. Wea. Rev., 96, 365–370, https://

doi.org/10.1175/1520-0493(1968)096,0365:ROATMC.2.0.CO;2.

Randel, D. L., T. H. Vonder Haar, M. A. Ringerud, G. L. Stephens,

T. J.Greenwald, andC.L.Combs, 1996:Anewglobalwater vapor

dataset. Bull. Amer. Meteor. Soc., 77, 1233–1246, https://doi.org/

10.1175/1520-0477(1996)077,1233:ANGWVD.2.0.CO;2.

Rauniyar, S. P., and K. J. E. Walsh, 2011: Scale interaction of the

diurnal cycle of rainfall over the Maritime Continent and

Australia: Influence of theMJO. J. Climate, 24, 325–348, https://

doi.org/10.1175/2010JCLI3673.1.

Realini, E., K. Sato, T. Tsuda, Susilo, and T. Manik, 2014: An ob-

servation campaign of precipitable water vapor with multiple

GPS receivers in western Java, Indonesia. Prog. Earth Planet.

Sci., 1, 17, https://doi.org/10.1186/2197-4284-1-17.

Rocken, C., J. Johnson, T. Van Hove, and T. Iwabuchi, 2005: At-

mospheric water vapor and geoid measurements in the open

ocean with GPS. Geophys. Res. Lett., 32, L12813, https://

doi.org/10.1029/2005GL022573.

Romps, D.M., andN. Jeevanjee, 2016: On the sizes and lifetimes of

cold pools.Quart. J. Roy.Meteor. Soc., 142, 1517–1527, https://

doi.org/10.1002/qj.2754.

Rui, H., and B. Wang, 1990: Development characteristics and dy-

namic structure of tropical intraseasonal convection anoma-

lies. J. Atmos. Sci., 47, 357–379, https://doi.org/10.1175/

1520-0469(1990)047,0357:DCADSO.2.0.CO;2.

Sakaeda, N., G. Kiladis, and J. Dias, 2017: The diurnal cycle of

tropical cloudiness and rainfall associated with the Madden–

Julian oscillation. J. Climate, 30, 3999–4020, https://doi.org/

10.1175/JCLI-D-16-0788.1.

Sakurai, N., and Coauthors, 2005: Diurnal cycle of cloud system

migration over Sumatera Island. J. Meteor. Soc. Japan II, 83,

835–850, https://doi.org/10.2151/jmsj.83.835.

——, and Coauthors, 2009: Internal structures of migratory cloud

systemswith diurnal cycle over Sumatera Island during CPEA-I

campaign. J. Meteor. Soc. Japan II, 87, 157–170, https://doi.org/

10.2151/jmsj.87.157.

Salby, M. L., and H. H. Hendon, 1994: Intraseasonal behavior of

clouds, temperature, andmotion in the tropics. J. Atmos. Sci., 51,

2207–2224, https://doi.org/10.1175/1520-0469(1994)051,2207:

IBOCTA.2.0.CO;2.

Schiro, K. A., and J. D. Neelin, 2018: Tropical continental down-

draft characteristics: Mesoscale systems versus unorganized

convection.Atmos. Chem. Phys., 18, 1997–2010, https://doi.org/

10.5194/acp-18-1997-2018.

——,——,D. K. Adams, and B. R. Lintner, 2016: Deep convection

and column water vapor over tropical land versus tropical

ocean: A comparison between the Amazon and the tropical

western Pacific. J. Atmos. Sci., 73, 4043–4063, https://doi.org/

10.1175/JAS-D-16-0119.1.

Schlemmer, L., and C. Hohenegger, 2014: The formation of

wider and deeper clouds as a result of cold-pool dynamics.

J. Atmos. Sci., 71, 2842–2858, https://doi.org/10.1175/JAS-

D-13-0170.1.

——, and ——, 2016: Modifications of the atmospheric moisture

field as a result of cold-pool dynamics. Quart. J. Roy. Meteor.

Soc., 142, 30–42, https://doi.org/10.1002/qj.2625.

Schreck, C. J., J. M. Cordeira, and D. Margolin, 2013: Which MJO

events affect North American temperatures?Mon. Wea. Rev.,

141, 3840–3850, https://doi.org/10.1175/MWR-D-13-00118.1.

Schröder, M., and Coauthors, 2018: The GEWEX Water Vapor

Assessment archive of water vapour products from satellite

observations and reanalyses.Earth Syst. Sci. Data, 10, 1093–1117,

https://doi.org/10.5194/essd-10-1093-2018.

Skamarock, W. C., and Coauthors, 2008: A description of the Ad-

vancedResearchWRFversion 3.NCARTech.NoteNCAR/TN-

4751STR, 113 pp., https://doi.org/10.5065/D68S4MVH.

Solheim, F. S., J. Vivekanandan, R. H.Ware, and C. Rocken, 1999:

Propagation delays induced in GPS signals by dry air, water

vapor, hydrometeors, and other particulates. J. Geophys. Res.,

104, 9663–9670, https://doi.org/10.1029/1999JD900095.

Sui, C.-H., and K.-M. Lau, 1992: Multiscale phenomena in the

tropical atmosphere over the western Pacific. Mon. Wea.

Rev., 120, 407–430, https://doi.org/10.1175/1520-0493(1992)

120,0407:MPITTA.2.0.CO;2.

Suzuki, T., 2009: Diurnal cycle of deep convection in super clusters

embedded in theMadden–JulianOscillation. J. Geophys. Res.,

114, D22102, https://doi.org/10.1029/2008JD011303.

3550 JOURNAL OF THE ATMOSPHER IC SC IENCES VOLUME 76

Brought to you by NOAA Central Library | Unauthenticated | Downloaded 01/30/24 02:39 PM UTC

https://doi.org/10.1175/JCLI-D-14-00625.1
https://doi.org/10.1175/JCLI-D-14-00625.1
https://doi.org/10.1175/1520-0493(2000)128<1490:IMOSPO>2.0.CO;2
https://doi.org/10.1175/1520-0493(2000)128<1490:IMOSPO>2.0.CO;2
https://doi.org/10.1175/1520-0493(2004)132<2021:DLRPMO>2.0.CO;2
https://doi.org/10.1175/1520-0493(2004)132<2021:DLRPMO>2.0.CO;2
http://rda.ucar.edu/datasets/ds463.3/
http://rda.ucar.edu/datasets/ds463.3/
https://doi.org/10.1175/1520-0442(2003)016<0834:TMCAIR>2.0.CO;2
https://doi.org/10.1175/1520-0442(2003)016<0834:TMCAIR>2.0.CO;2
https://doi.org/10.1175/1520-0442-16.10.1456
https://doi.org/10.1175/1520-0442-16.10.1456
https://doi.org/10.1007/s00382-011-1237-4
https://doi.org/10.1007/s00382-011-1237-4
https://doi.org/10.1007/s00382-012-1419-8
https://doi.org/10.1007/s00382-012-1419-8
https://doi.org/10.1002/qj.2161
https://doi.org/10.1002/qj.2161
https://doi.org/10.1007/s00382-015-2513-5
https://doi.org/10.1007/s00382-015-2513-5
https://doi.org/10.1038/nphys314
https://doi.org/10.1038/nphys314
https://doi.org/10.1175/2007JAS2422.1
https://doi.org/10.1175/1520-0493(1968)096<0365:ROATMC>2.0.CO;2
https://doi.org/10.1175/1520-0493(1968)096<0365:ROATMC>2.0.CO;2
https://doi.org/10.1175/1520-0477(1996)077<1233:ANGWVD>2.0.CO;2
https://doi.org/10.1175/1520-0477(1996)077<1233:ANGWVD>2.0.CO;2
https://doi.org/10.1175/2010JCLI3673.1
https://doi.org/10.1175/2010JCLI3673.1
https://doi.org/10.1186/2197-4284-1-17
https://doi.org/10.1029/2005GL022573
https://doi.org/10.1029/2005GL022573
https://doi.org/10.1002/qj.2754
https://doi.org/10.1002/qj.2754
https://doi.org/10.1175/1520-0469(1990)047<0357:DCADSO>2.0.CO;2
https://doi.org/10.1175/1520-0469(1990)047<0357:DCADSO>2.0.CO;2
https://doi.org/10.1175/JCLI-D-16-0788.1
https://doi.org/10.1175/JCLI-D-16-0788.1
https://doi.org/10.2151/jmsj.83.835
https://doi.org/10.2151/jmsj.87.157
https://doi.org/10.2151/jmsj.87.157
https://doi.org/10.1175/1520-0469(1994)051<2207:IBOCTA>2.0.CO;2
https://doi.org/10.1175/1520-0469(1994)051<2207:IBOCTA>2.0.CO;2
https://doi.org/10.5194/acp-18-1997-2018
https://doi.org/10.5194/acp-18-1997-2018
https://doi.org/10.1175/JAS-D-16-0119.1
https://doi.org/10.1175/JAS-D-16-0119.1
https://doi.org/10.1175/JAS-D-13-0170.1
https://doi.org/10.1175/JAS-D-13-0170.1
https://doi.org/10.1002/qj.2625
https://doi.org/10.1175/MWR-D-13-00118.1
https://doi.org/10.5194/essd-10-1093-2018
https://doi.org/10.5065/D68S4MVH
https://doi.org/10.1029/1999JD900095
https://doi.org/10.1175/1520-0493(1992)120<0407:MPITTA>2.0.CO;2
https://doi.org/10.1175/1520-0493(1992)120<0407:MPITTA>2.0.CO;2
https://doi.org/10.1029/2008JD011303


Tan, H., P. Ray, B. S. Barrett, M. Tewari, and M. W. Moncrieff,

2019: Role of topography on the MJO in the Maritime Con-

tinent: A numerical case study. Climate Dyn., https://doi.org/

10.1007/s00382-018-4275-3, in press.

Thompson, D. B., and P. E. Roundy, 2013: The relationship be-

tween the Madden–Julian Oscillation and U.S. violent tor-

nado outbreaks in the spring.Mon.Wea. Rev., 141, 2087–2095,

https://doi.org/10.1175/MWR-D-12-00173.1.

Tian, B., D. E. Waliser, and E. J. Fetzer, 2006: Modulation of the

diurnal cycle of tropical deep convective clouds by the MJO.

Geophys. Res. Lett., 33, L20704, https://doi.org/10.1029/

2006GL027752.

Tian, Y., and Z. Kuang, 2019: Why does deep convection have dif-

ferent sensitivities to temperature perturbations in the lower

versus upper troposphere? J. Atmos. Sci., 76, 27–41, https://

doi.org/10.1175/JAS-D-18-0023.1.

Tippett,M. K., 2018: Robustness of relations between theMJO and

U.S. tornado occurrence. Mon. Wea. Rev., 146, 3873–3884,

https://doi.org/10.1175/MWR-D-18-0207.1.

Torri, G., and Z. Kuang, 2016: ALagrangian study of precipitation-

driven downdrafts. J. Atmos. Sci., 73, 839–854, https://doi.org/

10.1175/JAS-D-15-0222.1.

——, and ——, 2019: On cold pool collisions in tropical boundary

layers.Geophys. Res. Lett., 46, 399–407, https://doi.org/10.1029/

2018GL080501.

——, ——, and Y. Tian, 2015: Mechanisms for convection trig-

gering by cold pools. Geophys. Res. Lett., 42, 1943–1950,

https://doi.org/10.1002/2015GL063227.

Vincent, C. L., and T. P. Lane, 2017: A 10-year austral summer

climatology of observed and modeled intraseasonal, meso-

scale, and diurnal variations over the Maritime Continent.

J. Climate, 30, 3807–3828, https://doi.org/10.1175/JCLI-D-16-

0688.1.

——, and ——, 2018: Mesoscale variation in diabatic heating

around Sumatra, and its modulation with the Madden–Julian

oscillation. Mon. Wea. Rev., 146, 2599–2614, https://doi.org/

10.1175/MWR-D-17-0392.1.

——, ——, and M. C. Wheeler, 2016: A local index of Maritime

Continent intraseasonal variability based on rain rates over

the land and sea. Geophys. Res. Lett., 43, 9306–9314, https://

doi.org/10.1002/2016GL069987.

Vonder Haar, T. H., J. L. Bytheway, and J. M. Forsythe, 2012:

Weather and climate analyses using improved global water

vapor observations. Geophys. Res. Lett., 39, L15802, https://

doi.org/10.1029/2012GL052094.

Wagner, T., S. Beirle, H. Sihler, and K. Mies, 2013: A feasibility

study for the retrieval of the total column precipitable water

vapour from satellite observations in the blue spectral range.

Atmos.Meas. Tech., 6, 2593–2605, https://doi.org/10.5194/amt-

6-2593-2013.

Wang, C.-C., and D. J. Kirshbaum, 2015: Thermally forced con-

vection over a mountainous tropical island. J. Atmos. Sci., 72,

2484–2506, https://doi.org/10.1175/JAS-D-14-0325.1.

Wang, H., G. Gonzalez Abad, X. Liu, and K. Chance, 2016: Vali-

dation and update of OMI total column water vapor product.

Atmos. Chem. Phys., 16, 11 379–11 393, https://doi.org/10.5194/

acp-16-11379-2016.

——,A. H. Souri, G. Gonzalez Abad, X. Liu, and K. Chance, 2019:

Ozone Monitoring Instrument (OMI) total column water va-

por version 4 validation and applications.Atmos. Meas. Tech.,

12, 5183–5199, https://doi.org/10.5194/amt-12-5183-2019.

Wang, S., and A. H. Sobel, 2017: Factors controlling rain on small

tropical islands: Diurnal cycle, large-scale wind speed, and

topography. J. Atmos. Sci., 74, 3515–3532, https://doi.org/

10.1175/JAS-D-16-0344.1.

——, ——, F. Zhang, Y. Q. Sun, Y. Yue, and L. Zhou, 2015: Re-

gional simulation of the October and November MJO events

observed during the CINDY/DYNAMO field campaign at

gray zone resolution. J. Climate, 28, 2097–2119, https://doi.org/

10.1175/JCLI-D-14-00294.1.

——, ——, M. Tippett, and F. Vitart, 2019: Prediction and pre-

dictability of tropical intraseasonal convection: Seasonal de-

pendence and the Maritime Continent prediction barrier.

Climate Dyn., 52, 6015–6031, https://doi.org/10.1007/s00382-

018-4492-9.

Wapler, K., and T. P. Lane, 2012: A case of offshore convective

initiation by interacting land breezes near Darwin, Australia.

Meteor. Atmos. Phys., 115, 123–137, https://doi.org/10.1007/

s00703-011-0180-6.

Wheeler, M., and G. N. Kiladis, 1999: Convectively coupled

equatorial waves: Analysis of clouds and temperature in the

wavenumber–frequency domain. J. Atmos. Sci., 56, 374–399,

https://doi.org/10.1175/1520-0469(1999)056,0374:CCEWAO.
2.0.CO;2.

Wu, P., J.-I. Hamada, S. Mori, Y. I. Tauhid, M. D. Yamanaka, and

F. Kimura, 2003: Diurnal variation of precipitable water over

a mountainous area of Sumatra Island. J. Appl. Meteor., 42,

1107–1115, https://doi.org/10.1175/1520-0450(2003)042,1107:

DVOPWO.2.0.CO;2.

——, S. Mori, J.-I. Hamada, M. D. Yamanaka, J. Matsumoto,

and F. Kimura, 2008: Diurnal variation of rainfall and pre-

cipitable water over Siberut Island off the western coast of

Sumatra Island. SOLA, 4, 125–128, https://doi.org/10.2151/

sola.2008-032.

——, M. Hara, J.-i. Hamada, M. D. Yamanaka, and F. Kimura,

2009: Why a large amount of rain falls over the sea in the

vicinity of western Sumatra Island during nighttime. J. Appl.

Meteor. Climatol., 48, 1345–1361, https://doi.org/10.1175/

2009JAMC2052.1.

Xie, F., S. Syndergaard, E. R. Kursinski, and B. M. Herman, 2006:

An approach for retrieving marine boundary layer refractivity

from GPS occultation data in the presence of superrefraction.

J. Atmos. Oceanic Technol., 23, 1629–1644, https://doi.org/

10.1175/JTECH1996.1.

——, L. Adhikari, J. S. Haase, B. Murphy, K.-N. Wang, and J. L.

Garrison, 2018: Sensitivity of airborne radio occultation to

tropospheric properties over ocean and land. Atmos. Meas.

Tech., 11, 763–780, https://doi.org/10.5194/amt-11-763-2018.

Yang, G.-Y., and J. Slingo, 2001: The diurnal cycle in the Tropics.

Mon. Wea. Rev., 129, 784–801, https://doi.org/10.1175/1520-

0493(2001)129,0784:TDCITT.2.0.CO;2.

Yokoi, S., S. Mori, M. Katsumata, B. Geng, K. Yasunaga,

F. Syamsudin, Nurhayati, and K. Yoneyama, 2017: Diurnal

cycle of precipitation observed in the western coastal area of

Sumatra Island: Offshore preconditioning by gravity waves.

Mon. Wea. Rev., 145, 3745–3761, https://doi.org/10.1175/MWR-

D-16-0468.1.

Zeng, N., 1999: Seasonal cycle and interannual variability in the

Amazon hydrologic cycle. J. Geophys. Res., 104, 9097–9106,

https://doi.org/10.1029/1998JD200088.

Zhang, C., 2005: Madden–Julian oscillation. Rev. Geophys., 43,

RG2003, https://doi.org/10.1029/2004RG000158.

——, and H. H. Hendon, 1997: Propagating and standing com-

ponents of the intraseasonal oscillation in tropical convec-

tion. J. Atmos. Sci., 54, 741–752, https://doi.org/10.1175/

1520-0469(1997)054,0741:PASCOT.2.0.CO;2.

NOVEMBER 2019 TORR I ET AL . 3551

Brought to you by NOAA Central Library | Unauthenticated | Downloaded 01/30/24 02:39 PM UTC

https://doi.org/10.1007/s00382-018-4275-3
https://doi.org/10.1007/s00382-018-4275-3
https://doi.org/10.1175/MWR-D-12-00173.1
https://doi.org/10.1029/2006GL027752
https://doi.org/10.1029/2006GL027752
https://doi.org/10.1175/JAS-D-18-0023.1
https://doi.org/10.1175/JAS-D-18-0023.1
https://doi.org/10.1175/MWR-D-18-0207.1
https://doi.org/10.1175/JAS-D-15-0222.1
https://doi.org/10.1175/JAS-D-15-0222.1
https://doi.org/10.1029/2018GL080501
https://doi.org/10.1029/2018GL080501
https://doi.org/10.1002/2015GL063227
https://doi.org/10.1175/JCLI-D-16-0688.1
https://doi.org/10.1175/JCLI-D-16-0688.1
https://doi.org/10.1175/MWR-D-17-0392.1
https://doi.org/10.1175/MWR-D-17-0392.1
https://doi.org/10.1002/2016GL069987
https://doi.org/10.1002/2016GL069987
https://doi.org/10.1029/2012GL052094
https://doi.org/10.1029/2012GL052094
https://doi.org/10.5194/amt-6-2593-2013
https://doi.org/10.5194/amt-6-2593-2013
https://doi.org/10.1175/JAS-D-14-0325.1
https://doi.org/10.5194/acp-16-11379-2016
https://doi.org/10.5194/acp-16-11379-2016
https://doi.org/10.5194/amt-12-5183-2019
https://doi.org/10.1175/JAS-D-16-0344.1
https://doi.org/10.1175/JAS-D-16-0344.1
https://doi.org/10.1175/JCLI-D-14-00294.1
https://doi.org/10.1175/JCLI-D-14-00294.1
https://doi.org/10.1007/s00382-018-4492-9
https://doi.org/10.1007/s00382-018-4492-9
https://doi.org/10.1007/s00703-011-0180-6
https://doi.org/10.1007/s00703-011-0180-6
https://doi.org/10.1175/1520-0469(1999)056<0374:CCEWAO>2.0.CO;2
https://doi.org/10.1175/1520-0469(1999)056<0374:CCEWAO>2.0.CO;2
https://doi.org/10.1175/1520-0450(2003)042<1107:DVOPWO>2.0.CO;2
https://doi.org/10.1175/1520-0450(2003)042<1107:DVOPWO>2.0.CO;2
https://doi.org/10.2151/sola.2008-032
https://doi.org/10.2151/sola.2008-032
https://doi.org/10.1175/2009JAMC2052.1
https://doi.org/10.1175/2009JAMC2052.1
https://doi.org/10.1175/JTECH1996.1
https://doi.org/10.1175/JTECH1996.1
https://doi.org/10.5194/amt-11-763-2018
https://doi.org/10.1175/1520-0493(2001)129<0784:TDCITT>2.0.CO;2
https://doi.org/10.1175/1520-0493(2001)129<0784:TDCITT>2.0.CO;2
https://doi.org/10.1175/MWR-D-16-0468.1
https://doi.org/10.1175/MWR-D-16-0468.1
https://doi.org/10.1029/1998JD200088
https://doi.org/10.1029/2004RG000158
https://doi.org/10.1175/1520-0469(1997)054<0741:PASCOT>2.0.CO;2
https://doi.org/10.1175/1520-0469(1997)054<0741:PASCOT>2.0.CO;2


——, and J. Ling, 2017: Barrier effect of the Indo-Pacific Maritime

Continent on the MJO: Perspectives from tracking MJO pre-

cipitation. J. Climate, 30, 3439–3459, https://doi.org/10.1175/

JCLI-D-16-0614.1.

Zheng, C., E. Kar-Man Chang, H.-M. Kim, M. Zhang, and

W. Wang, 2018: Impacts of the Madden–Julian Oscillation on

storm-track activity, surface air temperature, and precipita-

tion over North America. J. Climate, 31, 6113–6134, https://
doi.org/10.1175/JCLI-D-17-0534.1.

Zhou, L., and Y.Wang, 2006: Tropical Rainfall MeasuringMission

observation and regional model study of precipitation diurnal

cycle in the New Guinean region. J. Geophys. Res., 111,

D17104, https://doi.org/10.1029/2006JD007243.

Zhou, Y., Y. Lu, B. Yang, J. Jiang, A. Huang, Y. Zhao, M. La, and

Q. Yang, 2016: On the relationship between the Madden–

JulianOscillation and 2m air temperature over central Asia in

boreal winter. J. Geophys. Res. Atmos., 121, 13 250–13 272,
https://doi.org/10.1002/2016JD025651.

3552 JOURNAL OF THE ATMOSPHER IC SC IENCES VOLUME 76

Brought to you by NOAA Central Library | Unauthenticated | Downloaded 01/30/24 02:39 PM UTC

https://doi.org/10.1175/JCLI-D-16-0614.1
https://doi.org/10.1175/JCLI-D-16-0614.1
https://doi.org/10.1175/JCLI-D-17-0534.1
https://doi.org/10.1175/JCLI-D-17-0534.1
https://doi.org/10.1029/2006JD007243
https://doi.org/10.1002/2016JD025651

